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In the modern world, the issues of ecology and the preservation of the quality of coastal
(especially fresh) and commercial waters are becoming more and more relevant. In order
to preserve water complexes and maintain their integrity, it is important not only to take
organizational, engineering and technical solutions, but also to have highly e�ective methods
for modeling various potential and actual mechanisms of primary and secondary pollution
of coastal systems, which make it possible to quickly and e�ciently, based on interrelated
high-precision models of hydrophysics and hydrobiology predict the processes of pollution
spreading and the occurrence of hazardous phenomena in coastal systems [1, 2].

To increase the accuracy of mathematical models based on solving di�usion-convection
problems, it is necessary to include factors that have a signi�cant impact on hydrobiological
processes: parameterizable microturbulent di�usion and advective transport in various
directions [3]. The calculation of data on a multiprocessor computer system can signi�cantly
reduce the computation time. However, the time e�ciency of a computing system may not
always be expected. In this case, it is correct to carry out a theoretical analysis of the
calculation of the computation time based on the correlation analysis.

Let there be a certain variable i, which represents the ith observation of the dependent
variable yi, and weå denote the explanatory factors by a vector xi. Then we can express the
multiple regression model in the following form:

yi = β0 + β1xi1 + β2xi2 + · · ·+ βpxip + εi, (1)

where i = 1, 2, . . . , p; β � free member, εi � member containing the error.
Vector �nal regularity n is a matrix of values of explanatory factors, dimension n on the

(p+ 1). The model in matrix form will look like

Y = Xβ + ε. (2)

The estimate of this model for some sample will be an equation in which β = (β0, β1...βp)
′,

ε = (ε0, ε1...εn)
′.

The condition for minimizing the residual sum of squares can be represented as:

S =
n∑

i=1

(yxi
− yi)

2 =
n∑

i=1

ε2i = εε′ = (Y −Xβ)′(Y −Xβ) → min. (3)

Carrying out transformations in (3) we obtain

S = Y ′Y − β′X ′Y ′ − Y ′Xβ + β′X ′Xβ. (4)

This implies

S = Y ′Y − 2β′X ′Y ′ + β′X ′Xβ → min, (5)

where X ′X � matrix of sums of �rst powers, squares and pairwise products n observations
of explanatory factors; X ′Y � vector of products, dimension n observations of explanatory
factors and dependent variables.

The solution of the matrix equation will be the vector

β = (X ′X)−1(X ′Y ), (6)

where (X ′X)−1 � matrix inverse to the matrix of system coe�cients; X ′Y � vector, free
members of the matrix.

To calculate the operating time of the computing system, yi acts as the �nal time, and
the explanatory factors indicated by the xi vector are: the size of the computational grid, the
number of computing nodes used. Thus, it seems possible to calculate the average running
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time of the entire system. On the basis of the presented regression analysis, a graph (Fig. 1)
was obtained of the dependence of the running time of a parallel program on the amount of
transmitted data and the number of involved computing nodes of a multiprocessor system.

Figure 1 � time dependence on the volume of transmitted data and the number of
computing nodes involved.

Latency and data transfer times are calculated using linear regression. The formula for
latency is:

tk =

{
5.21 · 10−6 + 1.53 · 10−7k, if n ≤ 512,

6.733 · 10−6k, if n > 512,
(7)

where k � number of nodes. Transmission time per data tx = 3.3 · 10−9.
Regression analysis makes it possible to give a �nal theoretical estimate of the time of

operation of a computing system when parameterizing model data. In the case of developing
mathematical models and designing algorithms for the parallel solution of the problem
of mathematical modeling of the transfer of pollutants in the aquatic environment, the
correlation analysis will make it possible to predict the time for calculating the data.
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