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In this paper, we consider an approach that allows us to simulate the extremum
of the Lévy process or the joint distribution of the final position of the Lévy process
X, and its supremum X7 (= supy<,<y Xs) (or infimum X, (= info<s<r Xs)). The
proposed approach allows us to construct in a universal form effecient Monte Carlo
methods for pricing options in Lévy models into which machine learning algorithms
can be incorporated as auxiliary blocks. In particular, the paper proves the following
theorem, which can be used to calculate Fx g (z,y,T) = Pr(Xr < | Xr = y) -
the conditional distribution function of the value X relative to the position of the
supremum process Xr.

Theorem 1. Let T, be a random time distributed exponentially with an
intensity parameter ¢ > 0. For non-positive z we define

F(z,q)=q* Pr(X,, <2).

Let us fix an even natural number N = 2n and determine the points ¢ in
accordance with the Gaver-Stehfest algorithm: ¢ = %(2), k=1,...,N.
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— the number of all K-combinations of a given set of L elements.
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