
Fixed-width conference interval estimation of functionals of an

unknown distribution function.

Rakhimova G.G., Tursunov G.T. (Tashkent, Uzbekistan)

Consider a sequence of independent, identically distributed random variables
ξ1, ξ2, ..., ξn with a distribution function F (x). In order to estimate functional θ(F )
of this distribution function F (x) we consider a statistical estimators θn(F ) =
θn(ξ1, ξ2, ....ξn), which have �nite expectations and, therefore, can be represented in
the following form, θn(F ) = θ(F )+

∑n
k=1 Yn(F, ξk)+Zn, where Yn(F, ξk), 1 ≤ k ≤ n

and Zn = E(θn(F ))−θ(F ) which satisfy the following condition: nα
∑n

k=1 Yn(F, ξk)
D→

N(0, σ2(F )) and nαZn
P→ 0 as n → ∞, here 0 < σ2(F ) < ∞, α > 0.

Let be 0 < γ < 1, a = Φ−1((1 + γ)/2), Φ(y) = (2π)−1/2
∫ y

−∞ e−t2/2dt and

V 2
n = V 2

n (ξ1, ξ2, ..., ξn) consistent estimators of σ2(F ). Introduce the stopping time

Nε = inf(n ≥ 1 : n ≥ (a2V 2
n /ε

2)2α
−1

), ε > 0.

Theorem 1. 1) If V 2
n

P→ σ2(F ) as n → ∞, then Nε/nε
P→ 1 as ε → 0. 2) If

nα(E(θn(F )) − θ(F )) → 0 as n → ∞ and ξε(t), t ∈ [0, 1]
J→ W (t), t ∈ [0, 1] as

n → ∞, here ξε(t) = σ−1(F )nα
ε

∑[nεt]
k=1 Ynε

(F, ξk), t ∈ [0, 1] is the Wiener process,

symbol
J→ denotes convergence in Skorokhod J-topology, then σ−1(F )Nα

ε (θNε
(F )−

θ(F ))
D→ N(0, 1) as ε → 0 and limε→0 P (θ(F ) ∈ I(Nε)) ≥ γ.
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