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We introduce a multi-kernel learning algorithm, VAW?, for the online least squares
regression problem in reproducing kernel Hilbert spaces (RKHS). The Vovk-Azoury-Warmuthjjj
(VAW) algorithm [1, Section 11.8] is used to construct expert strategies from random features
generated for each kernel at the first level, and is then used again to combine their predictions
at the second level.

Let #; be RKHSs with the translation invariant reproducing kernels: k;(z,y) = k;(z—y),
Kj(2) = Jga @j(w) cos(w, z) dw, where ¢; are some a probability density functions. To each
such kernel we associate a vector ®g, (z) = (V2 cos((wjk, ) + bj k)7 y, 05 = (Wik, bjk)iy
of random Fourier features [2|, where w; j ~ gj, bjr ~ U(0,27) are i.i.d. random variables.
Let (74,y:) € R x R, |y;| <Y, be an arbitrary sequence. Denote by Br(#;) the R-ball in
H;.

Theorem 1 Let w;; € R™ be generated by the VAW algorithms applied to (®g,(x¢),yt),
and a; € RN be generated by the VAW algorithm applied to (z:,y:), where z; is the vector
of expert predictions: z; = ((we 1, Po, (x41)), ..., (We,n, Poy (z1))). Then

T T

EZ((at,zt) —9,)? < min inf Z(yt — fi(we))?

=1 T 1<j<N f;€BRr(H;) P
+ 0 <(R2 +Y? lnT)\/T) . provided m o VT,
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