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The Fourth International Conference on Stochastic Methods (ICSM-4) was held
June 2–9, 2019 at Divnomorskoe (near the town of Gelendzhik) at the Raduga sports
and fitness center of the Don State Technical University, where the previous confer-
ence (ICSM-3) took place in 2018. ICSM-4 was organized by the Steklov Mathemat-
ical Institute of Russian Academy of Sciences (Department of Theory of Probability
and Mathematical Statistics); Moscow State University (Department of Probability
Theory); National Committee of the Bernoulli Society of Mathematical Statistics,
Probability Theory, Combinatorics, and Applications; Peoples’ Friendship University
of Russia; and the Don State Technical University (Department of Higher Mathe-
matics). The conference chairman was A. N. Shiryaev, a member of the Russian
Academy of Sciences, who chaired the previous three conferences and also headed the
Organizing Committee and the Program Committee.

Many leading scientists from Russia, France, Germany, Portugal, and Bulgaria
took part in ICSM-4. Russian participants came from Voronezh, Zernograd, Kaluga,
Maikop, Nizhni Novgorod, Rostov-on-Don, Samara, St. Petersburg, Taganrog, Ufa,
and Khabarovsk. Approximately one-quarter of the talks were given by postgraduate
and undergraduate students. Twenty-one talks were given at joint sessions, and 44
talks were presented at parallel sessions.

The Local Organizing Committee headed by I. V. Pavlov successfully managed the
logistics of the conference. The participants recognized the success of the conference.

A. N. Shiryaev, I. V. Pavlov

The abstracts of the talks and presentations given at the conference are provided
below.

V. I. Afanasyev (Moscow, Russia). Functional limit theorems for decom-
posable branching processes with two particle types.

Consider a branching Galton–Watson process with particles of two types. Suppose
that a particle of the first type generates descendants of both types (in the same
quantities) and that a particle of the second type generates descendants of only its
own type.

Let ϕ( · ) and ψ( · ) be generating functions of nonnegative integer random vari-
ables (r.v.’s) ξ and η. Suppose that the maximum step of distribution of the r.v. ξ is 1.
We also suppose that Eξ = 1, Dξ := σ2

1 ∈ (0,∞) and Eη = 1, Dη := 2b2 ∈ (0,∞).
We introduce generating functions for the progeny of particles of the first and sec-

ond types, respectively, of the branching process under consideration: for s1, s2 > 0,

f1(s1, s2) = ϕ(s1s2), f2(s1, s2) = ψ(s2).

∗Originally published in the Russian journal Teoriya Veroyatnostei i ee Primeneniya, 65 (2020),
pp. 151–210.
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We denote by ξn and ηn, respectively, the number of particles of the first and second
types in the nth generation of the branching process under consideration. It is assumed
that ξ0 = 1 and η0 = 0. We set Σ2 =

∑∞
n=1 ηn.

Consider the following random processes: {l+0 (t), t > 0} is the local time of
a Brownian excursion, and {Y (t), t > 0} is the Feller diffusion. We denote S =∫∞
0
Y (b2t) dt and introduce the probability densities for y > 0:

p1(y) =
P(1)( 4

√
S > y)

E(1) 4
√
S

, p2(y) =
2

E(1) 4
√
S

P(1)( 4
√
S > y−1/2)

y3/2

(the upper index in both P and E means that Y (0) = 1). The main results are as
follows (see [1], [2]).

Theorem 1. As N → ∞,{
ξ⌊t 4√

N⌋
4
√
N

, t > 0

∣∣∣∣ Σ2 > N

}
D−→

{
σ1
2ν
l+0

(
σ1
2
tν

)
, t > 0

}
,

where ν is an r.v. with probability density p1 and independent of the process {l+0 (t),
t> 0}, and D−→ means the convergence in distribution in D[0,∞).

Theorem 2. As N → ∞,{
η⌊t

√
N⌋√
N

, t > 0

∣∣∣∣ Σ2 > N

}
D−→ {Y (b2t), t > 0 | S > 1};

moreover, the r.v. Y (0) has probability density p2, and
D−→ means convergence in

distribution in D(0,∞).

REFERENCES

[1] V. I. Afanasyev, On a decomposable branching process with two types of particles, Proc. Steklov
Inst. Math., 294 (2016), pp. 1–12.

[2] V. I. Afanasyev, A functional limit theorem for decomposable branching processes with two
particle types, Math. Notes, 103 (2018), pp. 337–347.

E. V. Alymova, O. E. Kudryavtsev (Rostov-on-Don, Russia). Neural net-
works usage for financial time series prediction. 1

A Long Short-Term Memory (LSTM) neural network [1] is built to predict the
BTC/USD currency pair behavior. This network is based on a logistic distribution
in a way that its cumulative distribution function serves as the activation function in
the network.

The network was trained on the trading history data consisting of one-minute
log-returns of basic trading indicators. The target indicator (increase/decrease) is
calculated by the logarithm of the ratio of the closing price at the fifth minute to the
opening price at the first minute.

For the above LSTM, we constructed a confusion matrix and evaluated the Mc-
Nemar’s test parameters [2] using the formula χ2 = (FP− FN)2/(FP + FN), where
FP and FN are the numbers of price growth/fall false predictions.

1Supported by the Russian Foundation for Basic Research (grant 18-01-00910).
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Proposition. By McNemar’s test (χ2 = 2.3 < χ2
cr = 3.8) at a significance level

of 5%, one cannot reject the hypothesis that there is no significant difference between
the predictive model and the behavior of the time series of BTC/USD prices.

REFERENCES

[1] T. Fischer and C. Krauss, Deep learning with long short-term memory networks for financial
market predictions, European J. Oper. Res., 270 (2018), pp. 654–669.

[2] T. G. Dietterich, Approximate statistical tests for comparing supervised classification learning
algorithms, Neural Comput., 10 (1998), pp. 1895–1923.

Yu. I. Belopolskaya (St. Petersburg Department of Steklov Mathematical In-
stitute of Russian Academy of Sciences, Russia). Probabilistic interpretation of
the MHD–Burgers system as a system of nonlinear forward Kolmogorov
equations. 2

We derive closed systems of stochastic equations associated with systems of par-
abolic equations with cross-diffusion and interpret them as systems of forward Kol-
mogorov equations [1], [2], [3]. We also put forward formulas of the Feynman–Kac
type to construct probabilistic representations of mild solutions of the forward Cauchy
problem for such systems. We develop a general theory and demonstrate its results
in constructing a probabilistic interpretation of the Cauchy problem solution for one
of the simplest magneto–hydrodynamics systems, namely, the MHD–Burgers system

∂v

∂t
+ v · ∇v =

σ2

2
∆v + (∇×B)×B, v(0, y) = v0(y) ∈ R3,(1)

∂B

∂t
=
µ2

2
∆B +∇× (v ×B), B(0, y) = B0(y) ∈ R3, y ∈ R3, t ∈ [0, T ].(2)

Here v is the velocity of the conducting fluid, and B is the magnetic field intensity. Let
wm(t) be independent Wiener processes, and let ξ0m be r.v.’s that are independent of
wm(t) and have distributions u0m(dy); also let u0m(dy) = u0m(y) dy where u0m = v0m
for m = 1, 2, 3 and u0m = B0m for m = 4, 5, 6.

We define the stochastic processes ξm(t), ηm(t) by

ξm(t) = ξ0m + σwm(t), m = 1, 2, 3, ξm(t) = ξ0m + µwm(t), m = 4, 5, 6,(3)

ηm(t) = 1 +

∫ t

0

cm(u(θ, ξm(θ)),∇u(θ, ξm(θ)))ηm(θ) dθ,(4)

where u = (u1, . . . , u6), um = vm for m = 1, 2, 3, and um = Bm for m = 4, 5, 6,

(5)

∫
Rd

hm(y)um(t, dy) = E[hm(ξm(t))ηm(t)], m = 1, . . . , 6,

and the coefficients cm : R6 × (R6 ⊗ R3) → R can be found from (1), (2). By the
Riesz’s theorem, (5) can be replaced by
(6)

um(t, y) =

∫
Rd

pm(0, x, t, y)u0m(x) dx+

∫ t

0

∫
Rd

c̃um(t, z)pm(θ, z, t, y)um(θ, z) dz dθ,

where pm(0, x, t, y) are the densities of transition probabilities for the processes ξm(t),

c̃um(t, z) = cm(u(t, z),∇u(t, z)) and um(t, dy) = um(t, y) dy.

2Supported by the Russian Science Foundation (grant 17-11-01136).
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Theorem. Let u0m ∈ W 1,1(R3). Then there exists a unique solution of the
stochastic system (3), (4), (6) on [0, T ]. The functions um ∈ L1([0, T ],W 1,1(Rd)) ∩
L1([0, T ], L∞(Rd)) define a mild solution of the Cauchy problem (1), (2).

A similar result in the one-dimensional case was obtained in [4].

REFERENCES

[1] Ya. Belopolskaya, Stochastic models for nonlinear cross-diffusion systems, in Statistics and
Simulation, Springer Proc. Math. Stat. 231, Springer, Cham, 2018, pp. 145–159.

[2] Ya. I. Belopolskaya, Stochastic interpretation of quasilinear parabolic systems with cross
diffusion, Theory Probab. Appl., 61 (2017), pp. 208–234.

[3] Ya. I. Belopolskaya, Probabilistic counterparts of nonlinear parabolic partial differential equa-
tion systems, in Modern Stochastics and Applications, Springer Optim. Appl. 90, Springer,
Cham, 2014, pp. 71–94.

[4] Ya. I. Belopolskaya and A. O. Stepanova, Stochastic interpretation of a Burgers-MHD sys-
tem, Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov (POMI), 466 (2017), Probability
and Statistics 26, pp. 7–29 (in Russian).

Yu. V. Belova (Rostov-on-Don, Russia), A. V. Nikitina, A. A. Filina
(Taganrog, Russia). Statistical processing of field data for the study of nutri-
ent pollution of a shallow water by river flows when modeling its ecological
state. 3

Deterministic partial differential equations are used in the study of biogenic con-
tamination of a shallow water body by river flows. Their parameters and functions
(for example, the phytoplankton productivity and the coefficient of turbulent transfer
of pollutants in the vertical direction) are determined by probabilistic models.

Theorem. Let qi(x, y, z, t), Ri ∈ C2(Dt) ∩ C(Dt), Dt = G × (0 < t < T0),
Ri = pi(qj)qi +Ri, i ̸= j; µi = const > 0; U, νi(z) ∈ C1(G); q0i ∈ C(G), i = 1, . . . , 10.
Assume that

max
G

{µi, νi} −
1

λ0
max
G

{|pi|} > 0 and 2µi

(
1

L2
x

+
1

L2
y

)
+

2νi
L2
z

> ϕi

for all i = 1, . . . , 10 (the functions ϕi are determined by pollutant sources), where

λ0 = π2

(
1

L2
x

+
1

L2
y

+
1

L2
z

)
and Lx, Ly, Lz are the maximum dimensions of the computational domain G. Then
the model problem describing the process of production–destruction in a shallow water
body [1] has a unique solution.

In statistical processing of the field data, the following values are calculated: the
asymmetry coefficient Cs, the kurtosis coefficient Ce, the variance D, the standard
deviation σ, the coefficient of variation Cν , the ratio Cs/Cν , the autocorrelation coef-
ficient, and the Neumann ratio. Anderson’s test is used to determine the significance
of autocorrelation relationships. The significance of the autocorrelation coefficient for
the nutrients under consideration is tested from the Neumann ratio with a given level
of significance. The statistical analysis shows heterogeneity of field observations in
the samples, and hence they should be subdivided into seasons and months.

3This work was performed under R&D theme no. 2.6905.2017/BCh within the framework of the
state contract with the Russian Ministry for Education and Science.
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REFERENCES

[1] A. V. Nikitina, L. Kravchenko, I. Semenov, Yu. Belova, and A. Semenyakina, Modeling
of production and destruction processes in coastal systems on a supercomputer, MATEC Web
Conf., 226 (2018), 04025.

L. A. Bordag (Zittau, Germany). Optimization problem for a portfolio
with an illiquid asset in the case of an exponential utility function.

We study an optimization problem for a portfolio with an illiquid asset, a risky
asset, and a risk-free asset within the framework of continuous time. Problems of such
type lead to a three-dimensional nonlinear Hamilton–Jacobi–Bellman (HJB) equation
on the value function V (l, h, t). In this framework we suppose that the illiquid asset
is sold in an exogenous random moment of time T with a prescribed liquidation time
distribution with a survival function Φ(T ). The HJB equation in the case of a negative
exponential utility function UEXPn(c) = −e−ac after a formal maximization procedure
takes the form

Vt(l, h, t) +
1

2
η2h2Vhh(l, h, t) + (rl + δh)Vl(l, h, t) + (µ− δ)hVh(l, h, t)

− (α− r)2V 2
l (l, h, t) + 2(α− r)ηρhVl(l, h, t)Vlh(l, h, t) + η2ρ2σ2h2Vlh

2(l, h, t)

2σ2Vll(l, h, t)

+
1

a
Vl(l, h, t) lnVl(l, h, t)−

1

a

(
1 + lnΦ(t)

)
Vl(l, h, t)

− ln a

a
Vl(l, h, t) = 0, V → 0, t→ ∞.

(1)

Earlier we studied similar optimization problems with HARA and logarithmic utility
functions in [1], [2]. We study the optimization problem with negative and positive
exponential utility functions (EXPn and EXPp), which are economically equivalent.
It is well known that both the logarithmical (LOG) and EXPn utility functions are
connected with the HARA utility: in the first case the parameter of the HARA
utility is going to zero, and in the second case, to infinity. In [1], [2] devoted to the
optimization problem with a general HARA and LOG utility functions, we proved
that also the corresponding analytical and Lie algebraic structures are connected by
the same limiting procedure. We show that the case of the EXPn utility function
differs from the HARA utility function and has its own special Lie algebraic structure
which is not connected to the HARA case by the limiting procedure. We carry out
the Lie group analysis of PDEs for EXPn and EXPp utility functions and hence are
able to obtain the admitted symmetry algebras.

Theorem. The HJB equation (1) admits the four-dimensional Lie algebra
LEXPn
4 = ⟨U1,U2,U3,U4⟩, where

U1 =
1

ar

∂

∂l
− V

∂

∂V
, U2 =

∂

∂V
,

U3 = − 1

ar

(
ert

∫
e−rt dlnΦ(t)

)
∂

∂l
+

1

r

∂

∂t
, U4 = ert

∂

∂l
,

with the following nontrivial commutation relations: [U1,U2] = U2, [U3,U4] = U4.
Except for finite dimensional Lie algebra LEXPn

4 , (1) admits also an infinite dimen-
sional algebra L∞ = ⟨ψ(h, t)∂/∂V ⟩, where the function ψ(h, t) is any solution of the
linear parabolic PDE ψt(h, t) + (1/2)η2h2ψhh(h, t) + (µ− δ)hψh(h, t) = 0.
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We prove explicitly that both optimization problems with EXPn and EXPp util-
ity functions are connected by a one-to-one analytical substitution and are identical
to the economical, analytical, and Lie algebraic points of view. We provide a com-
plete set of nonequivalent group invariant reductions of the three-dimensional PDEs
corresponding to the optimization problem with the EXPn and EXPp utility func-
tions for two-dimensional PDEs in accordance with an optimal system of subalgebras
of the admitted Lie algebra. We prove that in one case the invariant reduction is
consistent with the boundary condition. The two-dimensional PDE is more conve-
nient for applications of numerical methods than the original three-dimensional PDE.
Because of the uniqueness of the solution of the HJB equation we can use the re-
duced two-dimensional PDE to study the properties of the optimal solution and the
investment-consumption strategies.

REFERENCES

[1] L. A. Bordag and I. P. Yamshchikov, Optimization problem for a portfolio with an illiquid
asset: Lie group analysis, J. Math. Anal. Appl., 453 (2017), pp. 668–699.

[2] L. A. Bordag, I. P. Yamshchikov, and D. Zhelezov, Portfolio optimization in the case of an
asset with a given liquidation time distribution, Int. J. Eng. Math. Model., 2 (2015), pp. 31–50.

A. E. Chistyakov, S. V. Protsenko (Rostov-on-Don, Russia). Accuracy of
the solution of a wave problem with perturbed initial conditions. 4

During expeditionary research of the Azov Sea, data were obtained on the pul-
sations of the velocities of the water flow at some points of water bodies with the
help of the ADCP (Acoustic Doppler Current Profiler) WHS600 Sentinel probe [1].
The correlation coefficients of the initial data of the velocity vector components with
normal and log-normal distributions are found. The results of field measurements
are used as initial conditions for modeling wave processes. Below we give theoretical
estimates for the error of the numerical solution of the wave problem.

Theorem. Let |k| < 2, k = 2− λiτ
2/(1 + λiστ

2), where τ is the time step; σ is
the weight of the scheme; λi are the eigenvalues of the operator Λ; Λc =

∑r
j=1(µcxj )xj ;

( · )xj and ( · )xj are, respectively, the left- and right-hand difference derivatives in the
spatial direction xj ; and r is the dimension of the space. Then the error of numerical
solution of the wave problem with perturbed initial conditions

c′′tt = div(µ grad c),

c
∣∣
x=0

= 0, c
∣∣
x=l

= 0, c
∣∣
t=0

= c0, c′t
∣∣
t=0

= c1, 0 6 x 6 l, t > 0,

is as follows:
ψn+1
i = Cnψ0

i + ξn;

here ψ0
i is the error in the initial conditions,

Cn = cos(nϕ) +
k√

4− k2
sin(nϕ), cosϕ =

k

2
,

n is the layer number in the time variable, and ξn is the error accumulated during
transitions between temporary layers, which is estimated as

|ξn| 6 2n√
4− k2

∣∣k − 2 cos
(√

λi τ
)∣∣√(αi,0)2 +

1

λi
(αi,1)2,

4Supported by the Russian Foundation for Basic Research (grant 19-07-00623).
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where c =
∑

i αiXi and Xi are the eigenvectors of the operator Λ.

Remark. In the above, we considered Dirichlet boundary conditions (rigid bound-
ary); the result is similar in the case of Neumann boundary conditions (soft boundary).

REFERENCES

[1] V. A. Gushchin, A. I. Sukhinov, A. V. Nikitina, A. E. Chistyakov, and A. A. Semenyakina,
A model of transport and transformation of biogenic elements in the coastal system and its
numerical implementation, Comput. Math. Math. Phys., 58 (2018), pp. 1316–1333.

E. G. Chub, V. A. Pogorelov (Rostov-on-Don, Russia). On some solution
of an optimal control problem for nonlinear stochastic systems based on
the use of information criteria. 5

Theorem. Let an object be described by the nonlinear differential equation Ẏ =
F1(Y, t)+F2(Y, t)V+U, where Y describes the dynamics of the object ; F1, F2 are known
nonlinear functions, which are Lipschitz continuous for all Y, t, and N times differ-
entiable on the time interval (t0, t); V is a normalized white Gaussian noise; U is the

desired control minimizing the functional J =
∫
D
Φ1[ρ] dY +

∫ t

t0

∫
D
Φ2[U ] dY dt where

D is the region of the state space determined by the optimal control ; and ρ(Y, t) is the
probability density of the process Y as described by the Fokker–Planck–Kolmogorov
(FPK) equation.

If the distribution density ρ(Y, t) admits Gaussian approximation and the Shan-
non criterion is used as Φ1, and if Φ2[U ] = U2, then the control has the explicit
representation U = (1/2)∂ρ/∂Y , and the distribution parameters are determined
from the system

m′(t) = q(m(t)), D′(t) = −2q′(m(t))D(t) + b(m(t)),

where m(t) is the expectation and D(t) is the variance of the distribution,

q(Y, t) = F1(Y, t) +
1

2
F2
∂F2(Y, t)

∂Y
, b(Y, t) = F 2

2 (Y, t).

The above control can be easily implemented on modern computers.

A. G. Danekyants, N. V. Neumerzhitskaia (Rostov-on-Don, Russia). On
rational and irrational interpolating martingale measures. 6

This report continues the studies of [1], [2] and is concerned with the existence of
nondegenerate weakly interpolating martingale measures (n.d.w.i.m.m.) of a one-step
market with discounted stock price Z = (Zk,Fk)

1
k=0 (the definition of an n.d.w.i.m.m.

can be found in [1], [2]). The process Z is defined on a countable outcome space
Ω = {ω1, ω2, . . . }; F0 = {Ω,∅}; F1 is the set of all subsets of Ω; a := Z0, bi := Z1(ωi),
i = 1, 2, . . . ; and b := (b1, b2, . . . ). It is assumed that the market in question is
arbitrage-free; that is, it admits martingale measures P = (p1, p2, . . . ) on (Ω,F1)
such that pi = P (ωi) > 0, i = 1, 2, . . . , and the process Z = (Zk,Fk, P )

1
k=0 is

a martingale.

5Supported by the Russian Foundation for Basic Research (grant 19-01-00451).
6Supported by the Russian Foundation for Basic Research (grant 19-01-00451).
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A nonzero sequence r = (r1, r2, . . . ) is called finite if its components are rational
and just a finite number of them are nonzero. Given a sequence of real numbers
d = (d1, d2, . . . ), we denote by L (d) the set of numbers of the form

∑
ridi, where r

runs over all finite sequences.

Theorem. 1. Suppose that a is an irrational number and a sequence b contains
an infinite number of different rational numbers. If a /∈ L (b), then the market under
consideration admits an n.d.w.i.m.m.

2. Let a be a rational number, and let a sequence b consist of rational numbers.
If a martingale measure P = (p1, p2, . . . ) is such that L (P ) consists only of irrational
numbers, then P is an n.d.w.i.m.m.

The assertion of the theorem extends one result from [2]. The next example
illustrates assertion 2.

Example. Let (d1, d2, . . . ) be an arbitrary positive sequence such that L (d) con-
sists only of irrational numbers (for example, if a number t is transcendental, then the
sequence (t, t2, t3 . . . ) has this property). We find a sequence (c1, c2, . . . ) of positive
rational numbers such that

∑
cidi = 1 and put pi = cidi. Let a be an arbitrary

rational number. We find a sequence of rational numbers b such that
∑
bipi = a.

Then P = (p1, p2, . . . ) is an n.d.w.i.m.m.

REFERENCES

[1] I. Pavlov, New family of one-step processes admitting special interpolating martingale mea-
sures, Global Stochast. Anal., 5 (2018), pp. 111–119.

[2] A. G. Danekyants and N. V. Neumerzhitskaia, Generalization of a result on the existence
of weakly interpolating martingale measures, abstract, Third International Conference on Sto-
chastic Methods, Theory Probab. Appl., 64 (2019), pp. 134–135.

D. V. Dimitrov (Moscow, Russia). The Kullback–Leibler divergence es-
timation via k-nearest neighbor statistics and applications. 7

Consider i.i.d. random vectors {Xi, Yi, i ∈ N} such that law(X1) = law(X) and
law(Y1) = law(Y ), where X and Y are random vectors taking values in Rd, d > 1, i ∈
N. Assume that X and Y have densities p = dPX/dµ and q = dPY /dµ with respect
to the Lebesgue measure µ in Rd. We are interested in statistical estimation of the
Kullback–Leibler divergenceD(PX ∥PY ) :=

∫
Rd p(x) ln(p(x)/q(x))µ(dx) constructed

by means of two observations Xn := {X1, . . . , Xn} and Ym := {Y1, . . . , Ym}, n,m ∈
N. The relevant estimates D̂n,m(k, l) (see [1]) involve the specified k-nearest neighbor
statistics. This method extends the one developed for k = 1 in [2] for analyzing
the Shannon differential entropy estimates. In [1], wide conditions were proposed
for densities p and q to ensure asymptotic unbiasedness and L2-consistency of the
estimates. Now we formulate the following new result concerning the mixtures of
densities p(x) :=

∑I
i=1 αipi(x) and q(x) :=

∑J
j=1 βjqj(x) where 0 < αi < 1, i ∈

{1, . . . , I},
∑I

i=1 αj = 1, 0 < βj < 1, j ∈ {1, . . . , J},
∑J

j=1 βj = 1.

Theorem. Let densities pi and qj be such that, for some ε,R > 0 and N ∈ N, the
functionals Kpi,qj (2, N), Qpi,qj (ε,R), Tpi,qj (ε,R), Kpi1

,pi2
(2, N), Qpi1

,pi2
(ε,R), and

7This work was supported by the Lomonosov Moscow State University under the grant “Modern
Problems of Fundamental Mathematics and Mechanics.”
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Tpi1 ,pi2
(ε,R) are finite for all i, i1, i2 ∈ {1, . . . , I}, j ∈ {1, . . . , J}. Then, for any fixed

k, l ∈ N, the estimates D̂n,m(k, l) are L2-consistent, i.e.,

lim
n,m→∞

E
(
D̂n,m(k, l)−D(PX ∥PY )

)2
= 0.

The functionals Kf1,f2 , Qf1,f2 , and Tf1,f2 for densities f1, f2 were defined in [1].
As a corollary, we obtain that the estimates of the Kullback–Leibler divergence be-
tween any two Gaussian mixtures in Rd (with components that have nondegenerate
covariance matrices) are L2-consistent.

An application of the above estimates is provided for detecting inhomogeneities
within a fiber material filling a parallelepiped U ⊂ R3. In contrast to [3], which de-
pends on estimates of the Shannon differential entropy, we use here the scan-statistics
invoking D̂n,m(k, l) for a family of certain parallelepipeds belonging to U . We also
discuss simulation results.

REFERENCES

[1] A. Bulinski and D. Dimitrov, Statistical Estimation of the Kullback–Leibler Divergence, pre-
print, arXiv:1907.00196, 2019.

[2] A. Bulinski and D. Dimitrov, Statistical estimation of the Shannon entropy, Acta Math. Sin.
(Engl. Ser.), 35 (2019), pp. 17–46.

[3] P. Alonso Ruiz and E. Spodarev, Entropy-based inhomogeneity detection in fiber materials,
Methodol. Comput. Appl. Probab., 20 (2018), pp. 1223–1239.

E. E. Dyakonova, V. A. Vatutin (Steklov Mathematical Institute of Rus-
sian Academy of Sciences, Moscow, Russia). Evolution of a weakly subcritical
branching process in random environment: Population size at the initial
stage. 8

Let Z := {Zn, n = 0, 1, . . . } be a branching process in random environment
(BPRE) specified by a sequence of random independent and identically distributed
(i.i.d.) generation functions {fn(s), n = 1, 2, . . . } (see [1] for a detailed treatment of
properties of such processes). We set

Xn = ln f ′n(1), ηn =
f ′′n (1)

(f ′n(1))
2
.

A BPRE is called weakly subcritical if E[X1] < 0 and there is a number 0 < β < 1
such that E[X1e

βX1 ] = 0.

Theorem 1. Let Z be a weakly subcritical BPRE such that E[X2
1e

βX1 ] <∞ and
E[(ln+ η1)

2+ε] < ∞ for some ε > 0. If r = r(n) → ∞ in such a way that r = o(n),
then, as n→ ∞,

L

(
1√
r
lnZr

∣∣∣∣ Zn > 0

)
→ L (B1),

where {Bt, t > 0} is a Brownian motion conditioned to stay nonnegative for all t > 0
(see [2] for the respective definition).

This result complements Theorem 1 in [3], which deals with the case r ∼ tn for
t ∈ (0, 1). An analogue of this result for a critical BPRE was established in [4].

8Supported by the Russian Science Foundation (grant 19-01-00111).

D
ow

nl
oa

de
d 

04
/2

4/
20

 to
 4

6.
24

2.
13

.9
7.

 R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p

https://arxiv.org/abs/1907.00196


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

130 4TH INTERNATIONAL CONFERENCE ON STOCHASTIC METHODS

REFERENCES

[1] G. Kersting and V. Vatutin, Discrete Time Branching Processes in Random Environment,
Math. Stat. Ser., ISTE, London; John Wiley & Sons, Hoboken, NJ, 2017.
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M. L. Esqúıvel (FCT NOVA & CMA UNL, Portugal). On a stochastic
model for a cooperative banking scheme for microcredit. 9

For microcredit modeling purposes, we consider

(1) St = Pt −Rt =

( m∑
i=1

Ni
t∑

j=1

Xi,j

)
−
( m∑

i=1

Mi
t∑

k=1

Yi,k

)
,

a model (with zero interest rate) for a collective vault of m vault owners such that, for
each owner i ∈ {1, 2, . . . ,m}, the r.v. Xi,j (respectively, Yi,k) represents the payments
(respectively, the loans granted) with common nontrivial moment generating function
ϕi (respectively, ψi), and (N i

t )t>0 (respectively, (M i
t )t>0) is the counting Poisson

process for the payment times (respectively, the granted loans times) such that N i
t ⌢

P(νi) (respectively,M
i
t ⌢ P(µi)) and all r.v.’s are independent. As a consequence of

the optional sampling theorem for continuous martingales, we have the following result
ensuring the stability of the collective vault, meaning the solvency of the microbank [1].

Theorem. Let the first ruin time after time δ > 0 be given by

τδ := inf{t > δ : St < 0}.

Then the cumulant generating function of S1 is given by

g(u) := ln(E[euS1 ]) =

m∑
i=1

(
νi(ϕi(u)− 1) + µi(ψi(−u)− 1)

)
.

Moreover, if either E[P1] > E[R1] (which is a condition at time t = 1) or

∀ i = 1, . . . ,m ∀ t > 0 E

[Mi
t∑

k=1

Yi,k

]
< E

[ Ni
t∑

j=1

Xi,j

]
,

then there exists ua < 0 with g(ua) < 0 such that

P[τδ < +∞] 6 eδg(ua).

As an example, in the case where Xi,j ⌢ χ2
ki
(λ1,i) and Yi,k ⌢ χ2

li
(λ2,i) and

with the parameters given in the following table, the conditions of the theorem are

9This work was partially supported by the project UID/MAT/00297/2013 (Centro de Matemática
e Aplicações) financed by the Fundação para a Ciência e a Tecnologia (Portuguese Foundation for
Science and Technology).
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verified and we can determine u⋆a < 0 such that g(u⋆a) = minua<0(g(ua)) which gives
u⋆a = −0.0790191 with g(u⋆a) = −6.40092. Hence P[τ1 < +∞] ≈ 0.00166003 and also
P[τ2 < +∞] ≈ 2.75568 · 10−6.

i λ1,i κi νi λ2,i li µi µi(λ2,i + li) νi(λ1,i + κi)

1 1 4 10 6 3 1.1 9.9 50

2 1.8 5 12 7 3 0.9 9.0 81.6

3 2.3 4 9 7 3 1.2 12.0 56.7

The practical management of a collective vault requires a set of conditioning
lending rules that destroy the independence [2], [3]. An example deserving further
study is obtained by replacing at each time t the receivables Rt by min(Rt, (1+α)S+

t ),
which amounts to granting the requested loan Rt only if Rt 6 (1 + α)max(St, 0).

REFERENCES

[1] M. L. Esqúıvel, P. P. Mota, and J. P. Pina, On a Stochastic Model for a Cooperative Banking
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M. A. Fedotkin, A. V. Zorine (Nizhni Novgorod, Russia). Stochastic mod-
els for adaptive control processes for conflicting flows of nonhomogeneous
customers.

In this talk, we give a survey of some methods for mathematical and simulation
modeling and analysis of control processes for flows of inhomogeneous customers,
which were developed at the Lobachevsky State University of Nizhni Novgorod. The
methods are based on the notion of an abstract stochastic control system introduced
by Lyapunov and Yablonsky [1]. Under this approach, the following principles should
be followed: discreteness of the control system operation acts, and nonlocality in the
control system blocks description. A control systems consists of (1) a block for input
flows formation; (2) the input flows Π1,Π2, . . . ,Πm̂, 1 6 m̂ < ∞, and saturation
flows Πsat

1 ,Πsat
2 , . . . ,Πsat

m , 1 6 m < ∞; (3) the queues O1, O2, . . . , Om; (4) the block
for service strategy mechanism; (5) the server; (6) the flow control algorithm; and
(7) the output flows Πout

1 ,Πout
2 , . . . ,Πout

m . Let an increasing sequence {τi, i = 0, 1, . . .}
define a scale of observation instants. On the time interval (τi, τi+1], the r.v.’s are
defined in terms of χi (the state of the block for input flows formation), the vector
ηi of arrival counts from the input flows, the vector ξi that counts the customers in
the saturation flows, and the vector ξ̄i of exiting customer counts. The server state
variable Γi and the vector κi of queue sizes correspond to the time instant τi. Now
the random vector-valued sequence

{(τi, χi, ηi, ξi,Γi, κi, ξi), i = 0, 1, 2, . . . },

is a mathematical model for the control process for conflicting flows.

Theorem. The vector-valued sequence

(1) {(χi,Γi, κi, ξi−1), i = 0, 1, 2, . . . }

is a countable controlled Markov chain under the constraints from [2], [3], [4], [5]
on the conditional probability distributions of the vector sequence {(τi, χi, ηi, ξi), i =
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0, 1, 2, . . . } and functional relations between Γi+1, κi+1, ξ̄i on the one hand, and Γi,
κi, ηi, ξi on the other hand, as in [2], [3], [4], [5].

Here, a control policy appears in the form of the recurrence relation Γi+1 =
u(Γi,κi,ηi). Necessary and sufficient conditions for the existence of a stationary dis-
tribution for sequence (1) were given in [2], [3], [4], [5].

The proposed approach allows one to find constraints on the conflicting flow
control process parameters such that a stationary regime exists. Moreover, it becomes
possible to determine quasi-optimal parameters subject to minimization of the mean
sojourn time of an arbitrary customer in the system by means of computer-aided
simulation.
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A. A. Filina (Taganrog, Russia), A. V. Nikitina (Taganrog, Russia),
T. V. Lyashchenko (Taganrog, Russia), L. V. Kravchenko (Zernograd,
Russia), A. I. Zabalueva (Taganrog, Russia). Mathematical modeling of
microbiological destruction of oil pollution in a coastal system based on
the stochastic approach. 10

The system of deterministic equations

(1) (Pi)
′
t + div(uPi) = µi∆Pi + ϕi, i ∈ 1, . . . , 4,

that describes the oil biodegradation processes in coastal systems on the basis of
combined methods of mathematical modeling using the stochastic approach with its
probabilistic submodels, takes into account the simultaneous influence of external fac-
tors including salinity, temperature, and illumination on the mass transfer rate. Here
Pi is the concentration of the ith component: 1—oil; 2—biogenic matter; 3, 4—green
algae (Chlorella vulgaris Beijer) and its metabolite, respectively; u is the water flow
velocity vector; µi are diffusion coefficients; and ϕi is a chemical–biological source [1].

Theorem. Let the second equation of (1) with due account of the fluctuation
of environment read as Ṗ2 = (α − β + y(t))P2, m(t) = P 0

2 e
(α−β)t, σ2(t) =

P 0
2 e

2(α−β)t(eσ
2t − 1), where α, β are, respectively, the phytoplankton growth rate and

mortality ; δ = α−β; P 0
2 is the concentration P2 at the initial time; andm(t), σ2(t) are,

respectively, the expectation and variance of the fluctuation y(t). Assume that δ < σ2.
Then the probability of degeneration of the Chlorella vulgaris Beijer population in time

10Supported by the Russian Science Foundation (grant 17-11-01286).
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increases and tends in the limit to one—the population is probabilistically unstable;
i.e., sufficiently long action of disturbances most likely leads to death. If δ > σ2,
the probability of degeneration decreases, and as t → ∞, it approach zero, and the
population is stable in this case.

The adequacy of the proposed probabilistic observational models is checked by
using an algorithm taking into account the variances of some actual values of the
parameter and of its component caused by the influence of randomness elements.

REFERENCES
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numerical implementation, Comput. Math. Math. Phys., 58 (2018), pp. 1316–1333.

Yu. E. Gliklikh (Voronezh, Russia). Stochastic equations with current
velocities and osmotic velocities (mean derivatives). 11

Necessary preliminaries about mean derivatives and, in particular, about current
velocities (symmetric mean derivatives DS), osmotic velocities (antisymmetric mean
derivatives DA), and quadratic mean derivatives D2 can be found in [1].

Assume that the diffusion coefficient (i.e., the field of symmetric matrices (aij(x)))
is smooth, autonomous, and positive definite. Since all matrices (αij(x)) are nonde-
generate and the field is smooth, there exists a smooth field of converse symmetric
and positive definite matrices (αij). Hence this field can be used as a new Riemann-
ian metric α( · , · ) = αij dx

i ⊗ dxj on Rn. The volume form of the metric α( · , · ) is

Λα=
√

det(αij(x)) dx
1 ∧ · · · ∧ dxn.

By ρ(t, x) we denote the density of probabilistic distribution of a random element
ξ(t) with respect to the volume form dt ∧ Λα on R×Rn; i.e.,∫ T

0

E(f(t, ξ(t))) dt =

∫ T

0

(∫
Ω

f(t, ξ(t)) dP

)
dt =

∫
R×Rn

f(t, x)ρ(t, x) dt ∧ Λα

for every continuous bounded function f : [0, T ]× Rn → R.
Let a Borel vector field v(t, x) and a Borel field of symmetric positive semidefinite

matrices α(t, x) be given on Rn. The system

(1)

{
DSξ(t) = v(t, ξ(t)),

D2ξ(t) = α(t, ξ(t)),

where the equalities are fulfilled a.s., is called the first-order equation with current
velocities.

Throughout this note, we suppose that the fields v and α are smooth and all
matrices α(x) are autonomous and positive definite. If, in addition, v, α, and the
partial derivatives of the coefficients of (aij) satisfy the Itô inequality, and the density ρ
of the initial value is smooth and nowhere vanishes, then (1) has a solution (see [2]).

Lemma 1. Let ρ(t, x), v(t, x), α(x), and Λα be the same as above, and let (1) be
solvable. Then the flow of the vector field (1, v(t, x)) on R×Rn preserves the volume
form ρ(t, x)dt ∧ Λα; i.e., the Lie derivative L(1,v(t,x))ρ(t, x) dt ∧ Λα vanishes.

11Supported by the Russian Foundation for Basic Research (grant 18-01-00048).
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The system

(2)

{
DAξ(t) = u(t, ξ(t)),

D2ξ(t) = α(ξ(t)),

where u(t, x) is a Borel vector field and α is as above, is called the first-order differential
equation with osmotic velocity.

By using properties of the osmotic velocity and the quadratic derivative, and
employing Stokes’ theorem, we can find ρ(t, x) that can be the density of the solution
of (2). We set p(t, x) = log ρ(t, x).

Condition 1. For all t ∈ [0, T ], the integral
∫
R×Rn e

p(t,x) dt ∧ Λα is finite; i.e., it
is equal to a finite constant C(t) that is C

∞-smooth in t.

Theorem 1. If Condition 1 is satisfied, then, under the above hypotheses, (2) has
a solution for a certain initial value with smooth and nowhere vanishing density that
depends on the right-hand side. This solution is not unique.

The proof uses Lemma 1 for finding the current velocity of the solution.
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A. A. Gushchin (Steklov Mathematical Institute of Russian Academy of Sci-
ences, Moscow, Russia). The joint law of the maximum and terminal value
of a max-continuous local submartingale. 12

In 1993, Rogers [1] described the class of all possible joint laws of the terminal
value of a random process and its maximum for two families of processes: uniformly in-
tegrable martingales and a.s. convergent continuous local martingales vanishing at 0.
It turns out that in the second case, it is possible to naturally extend the family
of processes with preservation of the corresponding class of joint laws. Namely, we
consider the totality X of all a.s. convergent right-continuous local submartingales
X = (Xt)t>0, X0 = 0, such that their running maximum Xt := sups6tXs is continu-
ous (such processes are sometimes called max-continuous). In our talk, the following
questions are discussed: (1) description of the class of joint laws Law(X∞, X∞) of the
terminal value X∞ of the process and its global maximum X∞, as X runs over X ;
(2) for every measure µ from this class, find one or another “simple” representative X
from X with Law(X∞, X∞) = µ. From Rogers’ theorem it follows that there always
exists a continuous local martingale with this property. We offer an alternative proof
of this fact. The second question is interesting because, as we prove, whether the pro-
cess X from X is a closed submartingale, a closed supermartingale, or a uniformly
integrable martingale depends only on the joint law Law(X∞, X∞).

Proposition 1. For a process X in X , we define a change of time by Cs :=
inf{t : Xt > s}. Then the time-changed process Y := X ◦C := (XCs)s>0 is a max-con-
tinuous submartingale with respect to the filtration (FCs

)s>0 and is expressed as

Ys = s1{s<X∞} +X∞1{s>X∞}.

12Supported by the Russian Science Foundation (grant 19-11-00290).
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In particular, Y∞ = X∞ and Y∞ = X∞.

Proposition 2. Let W and L be r.v.’s on some probability space (Ω,F ,P), W >
max{L, 0}, and let the function

s E[s1{s<W} + L1{s>W}], s > 0,

vanish at 0 and be monotone increasing in s. We define Fs as the σ-algebra of subsets
from F having an intersection with the set {W > s} that either is empty or coincides
with {W > s}. We also set

(1) Ys = s1{s<W} + L1{s>W}.

Then Y = (Ys)s>0 is an (Fs)-submartingale.

Propositions 1 and 2 provide solutions to the above two questions. Given a prob-
ability measure µ = µ(dx, dy) on R2 supported in the set {(x, y) : y > max{x, 0}},
a necessary and sufficient condition that there exists a process X in X such that
µ = Law(X∞, X∞) is that the function

s 
∫
[s1{y>s} + x1{y6s}]µ(dx, dy), s > 0,

vanishes at s = 0 and is monotone nondecreasing in s. For each such measure µ, we
can construct a “simple” submartingale Y of form (1) such that Law(Y∞, Y∞) = µ.
If we now embed the submartingale Y into a Brownian motion by a change of time
consisting of minimal stopping times using the Monroe theorem or its generaliza-
tions, then we can define in some way a continuous martingale X and justify that
Law(X∞, X∞) = µ.

REFERENCES

[1] L. C. G. Rogers, The joint law of the maximum and terminal value of a martingale, Probab.
Theory Related Fields, 95 (1993), pp. 451–466.

Yu. Kabanov (Université Bourgogne Franche-Comté, Lomonosov Moscow State
University, Federal Research Center “Informatics and Control”). Ruin probabilities
with risky investments.

Let X = Xu be a generalized Ornnstein–Uhlenbeck process; that is, X is a solu-
tion of the linear stochastic equation

dXt = Xt− dRt + dPt, X0 = u > 0,

where R and P are independent Lévy processes, ∆R > −1, and the process P is
not a subordinator (that is, it is not increasing). Let τu := inf{t : Xu

t 6 0} be
the ruin time, and let Ψ(u) := P(τu < ∞) be the ruin probability. This model
includes the well-studied models for the reserve of an insurance company, in particular,
the Lundberg–Cramér one (dRt = 0) and its version with deterministic investments
(dRt = r ̸= 0). Special cases of models with investments in a risky asset with
price dynamics that is given by a geometric Brownian motion (dRt = a dt + σ dWt,
σ ̸= 0) were studied in [1], [2] using methods of integro-differential equations for the
ruin probability as a function of u. It was shown that as u→ ∞ the ruin probability
behaves as Ψ(u) ∼ Cu−β , C > 0, where β := 2a/σ2−1 > 0. The general model of the
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above type was introduced by Paulsen in 1973 and studied in the series of his papers,
where it was shown that the ruin probability Ψ(u) ∼ Cu−β , where β is the root of the
equation H(β) = 0 (which is assumed to exist). Here H is the cumulant generating
function of the increment of the log price process Vt = lnEt(R) of the risky asset, that
is, H(p) := lnEe−qV1 . To find the asymptotic as u→ ∞, Paulsen used Kesten–Coldie
implicit renewal theory (also known as the theory of random equations or equations in
the sense of laws). Unfortunately, until recently, this theory did not provide a direct
answer to the question of whether the constant C is strictly positive. The proof of
this important property in the given context has led to additional assumptions and
cumbersome formulations. Recent progress in the implicit renewal theory allows us
to get the following result, which is easy to memorize.

Theorem. Suppose that the law of V1 is not arithmetic, the process P has only
upward jumps, and H(β+) < ∞. If

∫
|x|βI{x>1} ΠP (dx) < ∞, where ΠP is the Lévy

measure of the process P, then Ψ(u) ∼ Cu−β , C > 0.

REFERENCES

[1] A. Frolova, Yu. Kabanov, and S. Pergamenshchikov, In the insurance business risky in-
vestments are dangerous, Finance Stoch., 6 (2002), pp. 227–235.

[2] Yu. Kabanov and S. Pergamenshchikov, In the insurance business risky investments are
dangerous: The case of negative risk sums, Finance Stoch., 20 (2016), pp. 355–379.

[3] Yu. Kabanov and S. Pergamenshchikov, The Ruin Problem for Lévy-Driven Linear Sto-
chastic Equations with Applications to Actuarial Models with Negative Risk Sums, preprint,
arXiv:1604.06370, 2018.

E. V. Karachanskaya (Khabarovsk, Russia). Construction of a conti-
nuum of invariant converters for an automorphic function defined on an
n-dimensional space (n > 2).

We propose a method for constructing a function which ensures that a given
function is automorphic. This theorem is applied to construct a system of Itô dif-
fusion equations with jumps for which a function u(t,x) ∈ C1,1

t,x is a stochastic first
integral [1], [2].

Theorem. Let x : [0, T ] → Rn, n > 2; u : [0, T ]×Rn → R1; and h : [0, T ]×Rn×
Rm → Rn, m > 1. Assume that the following conditions are satisfied : (1) u(t,x) ∈
C 1,1
t,x ; (2) h(t,x, γ) ∈ C 1,1,1

t,x,γ ; (3) α(t,x) ∈ C0(t,x), α(t,x) ̸= 0 for all t and x;
(4) y(t,x, γ) is a solution to the system

∂y( · , γ)
∂γ

= det


e⃗1 e⃗2 . . . e⃗n

∂u(t,y( · , γ))
∂y1

∂u(t,y( · , γ))
∂y2

. . .
∂u(t,y( ·, γ))

∂yn
ϕ31(t,y( · , γ)) ϕ32(t,y( · , γ)) . . . ϕ3n(t,y( · , γ))

. . . . . . . . . . . .
ϕn1(t,y( · , γ)) ϕn2(t,y( · , γ)) . . . ϕnn(t,y( · , γ))

 ,

with the initial condition y(t,x, 0) = x, where ϕij( · ) = ∂ϕi( · )/∂yj. Also let
{u(t,y)∪{ϕi(t,y)}ni=3} consist of mutually independent functions. Then the function
h(t,x, γ) = y(t,x, γ)−x is an invariant converter ensuring that any function u(t,x(t))
such that u(t,x(t) + h(t,x(t), γ)) = u(t,x(t)) is automorphic. Moreover, the set of
invariant converters for u(t,x(t)) has the cardinality of the continuum.
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REFERENCES

[1] E. V. Karachanskaya, The generalized Itô–Venttsel’ formula in the case of a noncentered
Poisson measure, a stochastic first integral, and a first integral, Siberian Adv. Math., 25 (2015),
pp. 191–205.

[2] V. A. Doubko, The invariance problem and construction of algorithm of automorphone trans-
formation set for given function, in Vidkr. Evol. Syst. (Kiev, 2003), Vol. 2, VNZ VMURoL,
Kiev, 2004, pp. 66–68.

V. M. Kocheganov (Nizhni Novgorod, Russia). Analysis of a tandem of
queueing systems with cyclic service with prolongations.

Consider a tandem of queuing systems. In the first system, the customers are
serviced in the class of cyclic algorithms. The serviced high-priority customers are
transferred from the first system to the second with random delays and constitute
the high-priority input flow of the second system. In the second system, customers
are serviced in the class of cyclic algorithms with prolongations. A statement of the
problem and mathematical model of construction can be found in [1]. The central
object of the mathematical model is a multidimensional denumerable Markov chain
{(Γi,κ1,i,κ2,i,κ3,i,κ4,i); i > 0}. Let {τi; i = 0, 1, . . .} be a discrete time scale for
which the system is actually observed. Also, let Γi be the server state during the time
interval (τi−1; τi]; κj,i ∈ Z+ be the number of customers in the queue of the jth input
flow at time τi; ηj,i ∈ Z+ be the number of customers arriving in the queue of the
jth input flow during the interval (τi; τi+1]; and ξj,i ∈ Z+ be the actual number of
serviced customers from the queue of the jth input flow during the interval (τi; τi+1],
j ∈ {1, 2, 3, 4}. Sufficient conditions for the existence of a stationary regime for
the Markov chains {(Γi,κ3,i); i > 0} and {(Γi,κ1,i,κ3,i); i > 0} were obtained in [1].
A simulation model was built, and experiments were performed in [2] to analyze the
tandem systems in more details. In this work, we present necessary conditions for the
sequence {(Γi,κ3,i); i > 0} to be stationary.

Theorem. A necessary condition for a Markov chain {(Γi,κ3,i); i > 0} to have
a stationary distribution is that

max
k=1,...,d

∑nk

r=1 ℓ(k, r, 3)

λ3f ′3(1)
∑nk

r=1 T
(k,r)

> 1.

REFERENCES

[1] V. Kocheganov and A. V. Zorine, Sufficient condition for primary queues stationary dis-
tribution existence in a tandem of queuing systems, Vestn. TVGU. Ser. Prikl. Matem., no. 2,
2018, pp. 49–74.

[2] A. Zorine and V. Kocheganov, Statistical analysis and optimization of a tandem of queu-
ing systems under prolongable cyclic service, Upr. Bol. Syst. (Sbornik Trudov), 78 (2019),
pp. 122–148 (in Russian).

M. A. Kocheganova (Rachinskaya) (Nizhni Novgorod, Russia). Limit theo-
rems for a multidimensional Markov chain as a model of a queueing system
controlled with a threshold-priority algorithm with prolongations.

Consider a controlled queueing system with m > 2 conflicting input flows. The
first flow has the highest priority of customers, while the flow with the number m
has the largest intensity. This problem was posed in [1]. We construct a model as
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a multidimensional Markov sequence {(Γi,κ1,i,κm,i, ξ
′
1,i−1, ξ

′
m,i−1), i = 0, 1, 2, . . . }

with the recurrent relations

Γi+1 = u(Γi,κ1,i, η1,i), κj,i+1 = max{0,κj,i + ηj,i − ξj,i},
ξ′j,i = min{κj,i + ηj,i, ξj,i}, j = 1,m.

Here {τi; i = 0, 1, 2, . . . } is a time scale. The following r.v.’s and elements are also
introduced: Γi is the random state of the server on the time interval [τi, τi+1), ηj,i is
the number of arrivals for the jth flow during the period [τi, τi+1), ξj,i and ξ′j,i are
the maximal and real numbers of served customers for the jth flow in the period
[τi, τi+1), and κj,i is the number of waiting customers of the jth flow at the moment τi.
The function u( · , · , · ) describes the control algorithm with prolongations, threshold
priority, and feedback based on the number of waiting customers in a high-priority
flow. An ergodic theorem for the Markov chain is proved. Necessary and sufficient
conditions for the Markov chain to be stationary are also proved. For example, the
following result holds.

Theorem. A stationary mode for the first flow exists if and only if λ1T
∗(2s1 +

q1 + 1) − l1 < 0. Here λ1, q1, s1 are input flow parameters, T ∗ is the duration of
the minimum cycle of the control algorithm, and l1 is the service capacity for the first
flow.

REFERENCES

[1] M. A. Rachinskaya and M. A. Fedotkin, Investigation of the stationary mode existence
in a system of conflict service of non-homogeneous demands, Vestn. Tomsk. Gos. Univ. Mat.
Mekh., 51 (2018), pp. 33–47.

A. A. Kozhevin (Moscow, Russia). An information theory-based ap-
proach to feature selection. 13

The talk topics are the estimators of conditional entropy [1] and mutual informa-
tion in the mixed model [2]. We present a new result for a feature selection procedure
based on an information-theoretic approach.

A mixed model was described in [1]. Let ζn = {(Xi, Y i)}ni=1 be a sample of
i.i.d. observations, (X1, Y 1) ∼ (X,Y ), where X = (X1, . . . , Xd) is an absolutely
continuous random vector in Rd, and Y is an r.v. with values in a finite set M .
The set of indices S = {s1, . . . , sm} ⊂ {1, . . . , d} (si ̸= sj for i ̸= j) and the set
of factors XS , where uL = (ul1 , . . . , ulm) for u = (u1, . . . , ud) and L = {l1, . . . , lm},
are called relevant if fY |X(y | X) = fY |XS

(y | XS) a.s. for each y ∈ M . Let Qm =
{{l1, . . . , lm} ⊂ {1, . . . , d} : li ̸= lj , i ̸= j}. For each L ∈ Qm, we define the sample
ζn,L = {(Xi

L, Y
i)}ni=1 and estimate the mutual information I(XL;Y ) for each sample

ζn,L by the method proposed in [2]. The resulting estimates are denoted by În,k,L,

În,k,L, where k ∈ {1, . . . , n− 1} is the method parameter.

We set Ŝn,k = argmaxL∈Qm
În,k,L. If the maximum În,k,L is reached on several

sets Qm, then we can take as Ŝn,k the first of such sets taken in the lexicographical
order. The following new result for selection of a significant factor holds.

13This work is supported by the Lomonosov Moscow State University under the grant “Modern
Problems of Fundamental Mathematics and Mechanics.”
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Theorem. Let m be known, and let a relevant set of factors of length m be unique.
Assume that the density fX( · ) is positive and that for each L ⊂ {1, . . . , d} and each
y ∈ M, the density fXL,Y ( · , y) is C0-constricted (C0 > 0). Next, suppose that for
some ε > 0,

E| ln fXL
(XL)|2+ε <∞.

Then P(Ŝn,k = S) → 1 as n→ ∞ for any α ∈ (0, 1) and k ∝ nα.

REFERENCES

[1] A. Bulinski and A. Kozhevin, Statistical estimation of conditional Shannon entropy, ESAIM
Probab. Stat., 23 (2019), pp. 350–386.

[2] A. Bulinski and A. Kozhevin, Statistical estimation of mutual information for mixed model,
Methodology and Computing in Appl. Probab., to appear.

N. P. Krasii, I. V. Pavlov (Rostov-on-Don, Russia). Generalization of the
model with priorities. 14

We consider the function

(1) F (u1, u2, . . . , uk) =

k∏
j=1

EPfj(uj , · )

on a probability space (Ω,F ,P).

Theorem. Let functions fj(uj , ω), j = 1, . . . , k, satisfy the following conditions:

(1) fj(uj , ω) is defined and measurable on [0,∞) × Ω and continuous on [0,∞)
for P-almost all ω ∈ Ω, and fj(0, ω) = 0;

(2) fj(uj , ω) is twice continuously differentiable on (0,∞) for P-almost all ω ∈ Ω;
additionally, the first and second derivatives are bounded on sets of the form K × Ω,
where K is a compact subset of (0,∞);

(3) for P-almost all ω ∈ Ω and all uj ∈ (0,∞), the function fj(uj , ω) is positive,
its first derivative is positive, and the second derivative is negative;

(4) uk = −
∑k−1

j=1 cjuj + ck, where cj > 0, j = 1, 2, . . . , k.

Then, in the domain
{
uj > 0, j = 1, 2, . . . , k − 1,

∑k−1
j=1 cjuj < ck

}
, function (1)

has a unique stationary point that is a local (and also global) maximum point.

If we put fj(uj , ω) = u
αj(ω)
j where αj(ω) is an r.v. (priority), P(αj = 0) =

0, and P(0 < αj < 1) > 0, then (1) coincides with the function obtained in the
optimization problem for a quasi-linear model with independent priorities αj (see [1]).
The presented theorem generalizes Theorem 1 in [1].

REFERENCES

[1] I. V. Pavlov and S. I. Uglich, Optimization of complex systems of quasilinear type with several
independent priorities, Vestn. RGUPS, no. 3(67), 2017, pp. 140–145 (in Russian).

14Supported by the Russian Foundation for Basic Research (grant 19-01-00451).
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E. V. Kudryavtsev (Nizhni Novgorod, Russia). Limit theorems for flow
control systems in a class of closed-loop algorithms.

We consider limit properties of a sequence {(Γi, κi); i = 0, 1, 2, . . . } where Γi ∈
{Γ(1), . . . ,Γ(8)} and κi = (κ1,i, κ2,i) ∈ {0, 1, 2, . . . } × {0, 1, 2, . . . } = X × X. The
components of the vector sequence {(Γi, κi); i = 0, 1, 2, . . . } satisfy the recurrence
relations Γi+1 = u(Γi, κi, η

′
i) and κi+1 = v(Γi, κi, ηi, ξi). In [1], [2], random vec-

tors ηi = (η1,i, η2,i) ∈ X × X, ξi = (ξ1,i, ξ2,i) ∈ X × X, a random element η′i ∈
{(0, 0), (0, 1), (1, 0)}, and their distributions were defined. The sequence {(Γi, κi); i >
0} was shown to have the Markov property, the classification of its states was given,
and the conditions for existence of a stationary mode were derived.

Theorem. A necessary condition for the existence of the limit distribution of the
Markov sequence {(Γi, κi); i > 0} is that θ1λ1M1/µ1,2 + θ2λ2M2/µ2,2 < 1, where λ1,
λ2, M1, M2, θ1, θ2, µ1,2, µ2,2 are distribution parameters for ηi and ξi.

Note that the sequence {(Γi, κi); i > 0} is a mathematical model of a control
system for conflict flows of nonhomogeneous requests.

REFERENCES

[1] E. V. Kudryavtsev and M. A. Fedotkin, Analysis of a discrete model of an adaptive control
system for conflicting nonhomogeneous flows, Moscow Univ. Comput. Math. Cybernet., 43
(2019), pp. 17–24.

[2] E. V. Kudryavtsev and M. A. Fedotkin, Research of the mathematical model of adaptive
control of conflict flows of inhomogeneous demands, Vestnik TVGU. Ser. Prikl. Matem., no. 1,
2019, pp. 23–37.

O. E. Kudryavtsev (Rostov-on-Don, Russia). On approaches to pricing
European and American lookback options. 15

A lookback option is an exotic derivative, whose payoff depends on the extrema
of a certain underlying asset price reached within the option lifetime. Lookback
options pricing under various processes were extensively studied. The most efficient
approaches are deterministic methods involving integral transforms machinery (see,
e.g., [1], [4]).

Practically, the trader needs to price lookback options during the whole time
period up to the expiration date rather than at the initial time only. Let St = eXt

be the price of an underlying asset driven by an exponential Lévy model. Then the
time-t prices of European floating and fixed strike lookback puts, with the expiration
date T conditional on Xt = x and the extrema of the underlying asset price observed
prior to the current time t, can be expressed as

Vfl(t, x, y) = Ex
[
e−r(T−t)(emax{XT ,y} − eXT )

]
,

Vfx(t, x, y) = Ex
[
e−r(T−t)(K − emin{XT ,y})+

]
,

where K is a strike price, r is the riskless rate, and Xt and Xt are supremum and
infimum processes.

Both types of options could be computed by direct implementation of the gener-
alized Monte Carlo method based on the Wiener–Hopf factorization developed in [3].
Numerical experiments show that the Monte Carlo methods are sufficiently fast and

15Supported by the Russian Foundation for Basic Research (grant 18-01-00910).
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accurate for lookback options under Lévy models in comparison to the deterministic
methods from [1], [4].

The second part of this talk deals with finite difference methods for pricing Amer-
ican lookbacks in the Black–Scholes framework. Unlike European lookback options,
American lookback options cannot be priced by closed-form formulae, even in the
Black–Scholes model (see [2]), and require the use of numerical methods.

Let Ufl(t, x, y) be the price function of an American floating strike lookback put
on a dividend paying stock with the maturity T conditional on Xt = x and Xt = y.

Theorem 1. Let q be a continuous dividend rate. Then the price function
Ufl(t, x, y) can be represented as

Ufl(t, x, y) = ey − ex + eyF (t, x− y), x 6 y,

where F (t, x) is a function nondecreasing in x such that F (T, x) = 0, and the varia-
tional inequality

max
(
−F, ∂tF + 0.5σ2∂2xF + (r − 0.5σ2 − q)∂xF

− rF − r + qex
)
= 0, t < T, x < 0,

1 + F (t, 0)− ∂F

∂x
(t, 0) = 0, t < T,

is satisfied.

We apply the Wiener–Hopf method to prove the theorem and efficiently solve the
problem by an iterative finite difference scheme.
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D. F. Kuznetsov (St. Petersburg, Russia). Strong approximation of iter-
ated Itô and Stratonovich stochastic integrals.

This work continues the research started in [1] on development of efficient meth-
ods of mean-square approximation of the iterated Itô and Stratonovich stochastic
integrals, which can be applied for numerical solution of Itô stochastic differential
equations.

Theorem. Let ψ1(τ), . . . , ψk(τ) be continuous functions on [t, T ], and let φj(τ) be
a complete orthonormal polynomial or trigonometric basis for L2([t, T ]), i1, . . . , ik =

0, 1, . . . ,m. Then IkT,t=l.i.m.p1,...,pk→∞ Ip1...pk

T,t (k∈N), Jk
T,t=l.i.m.p→∞ Jk,p

T,t (k65),
and, moreover,

E(IkT,t − Ip1...pk

T,t )2 6 k!

(
∥K∥2 −

p1∑
j1=0

· · ·
pk∑

jk=0

C2
jk...j1
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for all T − t ∈ (0, 1), where

IkT,t =

∫ T

t

ψk(tk) · · ·
∫ t2

t

ψ1(t1)dW
(i1)
t1 · · · dW(ik)

tk
,

Jk
T,t =

∫ T

t

· · ·
∫ t2

t

◦dW(i1)
t1 · · · ◦dW(ik)

tk
,

Ip1...pk

T,t =

p1∑
j1=0

· · ·
pk∑

jk=0

Cjk...j1

( k∏
ℓ=1

ζ
(iℓ)
jℓ

− l.i.m.
N→∞

∑
(ℓ1,...,ℓk)∈Gk

k∏
s=1

φjs(τℓs)∆W(is)
τℓs

)
,

Jk,p
T,t =

p∑
j1,...,jk=0

Cjk...j1

k∏
ℓ=1

ζ
(iℓ)
jℓ

,

Cjk...j1 =

∫
[t,T ]k

K(t1, . . . , tk)

k∏
ℓ=1

φjℓ(tℓ) dt1 · · · dtk;

∥ · ∥ is the L2([t, T ]
k)-norm; d and ◦d are the Itô and Stratonovich differentials,

respectively ; K(t1, . . . , tk) = I{t1 < · · · < tk}ψ1(t1) . . . ψk(tk), W
(i)
τ (i = 1, . . . ,m)

are independent standard Wiener processes; W
(0)
τ = τ, ∆W

(i)
τj = W

(i)
τj+1 − W

(i)
τj ,

ζ
(i)
j =

∫ T

t
φj(τ) dW

(i)
τ (i ̸= 0) are i.i.d. N(0, 1)-r.v.’s; t = τ0 < · · · < τN = T,

max06j6N−1(τj+1−τj)→0 as N→∞; Hk={(ℓ1, . . . , ℓk) : ℓ1, . . . , ℓk=0, 1, . . . , N−1};
and Lk = {(ℓ1, . . . , ℓk) : ℓ1, . . . , ℓk = 0, 1, . . . , N − 1; ℓg ̸= ℓr (g ̸= r); g, r = 1, . . . , k},
Gk = Hk \ Lk.
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K. S. Kuznetsov (St. Petersburg, Russia). Weighted average price ma-
nagement of manufacturer realization on commodity exchanges with pre-
determined volume of sales.

Theorem. We assume that t ∈ N0 and ∆t correspond to the unit time interval
between trading days; i.e., t = 0, 1, . . . , T . The observed price x̃t on a commodity ex-
change is a realization of a stochastic process (see [1], [2]), which follows the stochastic
differential equation

dxt = ctxt dt+ σxt dWt,

where ct is the coefficient, Wt is a standard Wiener process, and σ is the volatility
coefficient (a constant). We also assume that the quantity of commodity units ãt sold
at a certain time interval [0, t] is given by

ãt = Ax̃t +B + x̃tA
1

σ2T
eσ

2(T−t) − x̃tA
1

σ2T
− x̃tA

T − t

T
,

where

A =
amax − amin

xmax − xmin
, B = − amax − amin

xmax − xmin
xmin + amin
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and amax, xmax, amin, xmin are constants such that amax > amin, xmax > xmin,
amax > 0, xmax > 0, amin > 0, xmin > 0. Assume that the market price decreases
(x̃0 > x̃1 > · · · > x̃T ) on an a priori given time interval [0, T ]. Then the weighted
average price of manufacturer sales increases x̃ av

0 < x̃ av
1 < · · · < x̃ av

T . Otherwise, if
the market price increases (x̃0 < x̃1 < · · · < x̃T ) on an a priori given time interval
[0, T ] and if the inequality

x̃i
x̃i−1

>

(
1

σ2T
eσ

2(T−(i−1)) − 1

σ2T
+
i− 1

T

)(
1

σ2T
eσ

2(T−i) − 1

σ2T
+

i

T

)−1

holds for all i = 1, . . . , T, then the weighted average price of manufacturer sales will
increase: x̃ av

0 < x̃ av
1 < · · · < x̃ av

T .
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E. Lépinette (Dauphine University, Paris). Conditional cores and condi-
tional convex hulls of random sets.

In [1], Lépinette and Molchanov defined two nonlinear operations with random
(not necessarily closed) sets in Banach space: the conditional core and the conditional
convex hull. While the first is sublinear, the second is superlinear (in the reverse set
inclusion ordering). Furthermore, we introduce the generalized conditional expecta-
tion of random closed sets and show that it is sandwiched between the conditional
core and the conditional convex hull. The results rely on measurability properties of
not necessarily closed random sets considered from the point of view of the families
of their selections. Furthermore, we develop analytical tools suitable to handle ran-
dom convex (not necessarily compact) sets in Banach spaces; these tools are based
on considering support functions as functions of random arguments. Our research is
motivated by applications to assessing multivariate risks in mathematical finance.

Let X be a separable (real) Banach space with norm ∥ · ∥ and the Borel σ-algebra
B(X) generated by its strong topology. Fix a complete probability space (Ω,F ,P).
Let H be a sub-σ-algebra of F , which may coincide with F . An H -measurable
random set (for short, random set) is a set-valued function ω 7→ X(ω) ⊆ X from Ω
to the family of all subsets of X such that its graph

(1) GraphX = {(ω, x) ∈ Ω×X : x ∈ X(ω)}

belongs to the product σ-algebra H ⊗ B(X).

Definition 1. An H -measurable random element ξ such that ξ(ω) ∈ X(ω) for
almost all ω ∈ Ω is said to be an H -measurable selection (selection for short) of X;
L0(X,H ) denotes the family of all H -measurable selections of X.

Definition 2. Let X be any set-valued mapping. The conditional core m(X | H )
of X (also called H -core) is the largest H -measurable random set X ′ such that
X ′ ⊆ X a.s.
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Lemma. If m(X | H ) exists and is a.s. nonempty, then

(2) L0(X,H ) = L0(m(X | H ),H );

in particular, m(X | H ) is a.s. nonempty if and only if L0(X,H ) ̸= ∅.

The following theorem is one of our main results. The general case is an open
problem.

Theorem. If X is a random closed set, then m(X | H ) exists and is a random
closed set, which is a.s. convex (respectively, is a cone) if X is a.s. convex (respectively,
is a cone).

This concept of conditional core naturally appears in geometrical financial models
in the presence of transaction costs [2]. Indeed, for such models in discrete time, the
dynamics of a portfolio process V is Vt − Vt−1 ∈ −Gt, where G is a random closed
set [3] adapted to the filtration (Ft)t=0,...,T of consideration. This is equivalent to
Vt−1 ∈ Gt + Vt, i.e., Vt−1 ∈ m(Gt | Ft−1).

The conditional core is related to another concept, the conditional convex hull
M(X | H ); see [1]. In particular, they are “dual” of each other when X is a random
cone. More precisely, if X is a convex cone, we have m(X | H ) = M(X∗ | H )∗,
where ∗ designates the positive dual.

REFERENCES

[1] E. Lépinette and I. Molchanov, Conditional cores and conditional convex hulls of random
sets, J. Math. Anal. Appl., 478 (2019), pp. 368–392.
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A. A. Lykov, V. A. Malyshev, M. V. Melikian (Moscow, Russia). Stability
problems for infinite linear chains of oscillators.

We consider an infinite number of point particles · · · <xk <xk+1< · · · , k ∈ Z,
on R (an infinite chain of oscillators) with formal Hamiltonian

H =
∑
k

v2k
2

+
ω2
0

2

∑
k

(xk − ka)2 +
ω2
1

2

∑
k

(xk+1 − xk − a)2, a > 0,

y = {yk(t) = xk(t)− ka}, v(t) = {ẏk = ẋk}, M(t) = sup
k∈Z

|yk(t)|.

We present some results on the stability (in l∞) of a fixed point (a zero energy point)
under various perturbations. (For different results on such chains, see [1], [2].)

Theorem 1. Let y(0), v(0) ∈ l2(Z). Then
(1) if ω0 > 0, then supt>0M(t) <∞;
(2) if ω0 = 0, then, for all t > 0,

M(t) 6
2

√
ω1

∥v(0)∥2
√
t+ ∥y(0)∥2;

however, for any δ > 1/2, there exist initial conditions y(0) = 0, v(0) ∈ l2(Z) such

that limt→∞(y0(t)/
√
t) lnδ t = Γ(δ) > 0 (here Γ is the gamma function).
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Theorem 2. Let ω0 = 0 and v(0) = 0. Then

(1) if y(0) ∈ l∞(Z), then, for all t > 0,

M(t) 6 (c
√
t+ 2)M(0)

with some constant c > 0;

(2) if yk(0), k ∈ Z, are i.i.d. r.v.’s bounded in k with probability 1 (i.e.,
supk |yk(0)| <∞ a.s.), then, for all n ∈ Z,

P
(
lim sup
t→∞

yn(t) = +∞
)
= P

(
lim inf
t→∞

yn(t) = −∞
)
= 1.
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A. V. Makarova, V. A. Gorlov (Voronezh, Russia). Stochastic differential
inclusions with forward mean derivatives and special right-hand side. 16

A stochastic differential inclusion with forward mean derivatives and a set-valued
lower semicontinuous decomposable right-hand side in Rn is shown to have a solution.

Theorem (see [1]). Let a be a set-valued lower semicontinuous field in Rn with
closed decomposable images, and let α be a set-valued positive definite lower semicon-
tinuous field with closed decomposable images and such that

∥ trα(t, x)∥ < K(1 + ∥x∥)2,(1)

∥a(t, x)∥ < K(1 + ∥x∥)(2)

for all α(t, x) ∈ α, a ∈ a, and some K > 0.

Then, for the initial condition ξ(0) = ξ0, the inclusion

(3)

{
Dξ(t) ∈ a(t, ξ(t)),

D2ξ(t) ∈ α(t, ξ(t))

has a solution for all t ∈ [0, T ].

REFERENCES

[1] A. V. Makarova, Stochastic inclusions with forward mean derivatives having decomposable
right-hand sides, Vestnik YuUrGU. Ser. Mat. Model. Progr., 12 (2019), pp. 143–149.

16Supported by the Russian Foundation for Basic Research (grant 18-01-00048).

D
ow

nl
oa

de
d 

04
/2

4/
20

 to
 4

6.
24

2.
13

.9
7.

 R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

146 4TH INTERNATIONAL CONFERENCE ON STOCHASTIC METHODS

G. V. Martynov (Institute for Information Transmission Problems of the
Russian Academy of Sciences (Kharkevich Institute), Moscow, Russia). New
Cramér–von Mises multivariate uniformity test for large dimensions.

Here we consider the problem of testing the hypothesis of uniformity of a distri-
bution in the cube [0, 1]m, m > 2. To solve this problem, the following statistic is
proposed:

ω̃2
n = n

∫
[0,1]m

(
F̃n(t1, . . . , tm)− F̃ (t1, . . . , tm)

)2
dt1 · · · dtm

=

∫
[0,1]m

ξ̃ 2
n (t1, . . . , tm) dt1 · · · dtm.

Here, F̃ (t1, . . . , tm) = tr11 · · · trmm is the generalized function of the uniform distri-
bution on [0, 1]m. We assume that the constants r1, . . . , rm are greater than −1.

The corresponding generalized empirical distribution function is F̃n(t1, . . . , tm) =
(1/n)

∑n
i=1

∏m
j=1 I{Ti,j < t

rj
j }, where Ti = (Ti,1, . . . , Ti,m), i = 1, . . . , n, are n ob-

servations of the random m-vector T having the uniform distribution on [0, 1]m under

H0. We denote by ξ̃n(t1, . . . , tm) a generalized empirical process.

Theorem. A generalized empirical process ξ̃n(t1, . . . , tm) weakly converges in
L2([0, 1]m) to a Gauss process with the covariance function

K̃(t1, . . . , tm, τ1, . . . , τm) =

m∏
j=1

min(t
rj
j , τ

rj
j )−

m∏
j=1

t
rjj
j τ

rj
j .

When rj = 1, j = 1, . . . ,m, the statistic ω̃2
n becomes the classical multivariate

uniformity statistic ω2
n for testing the uniformity of a distribution on [0, 1]m. This

statistic was considered, in particular, in [1] and [2]. The advantage of the above new
statistic is that, with an appropriate choice of the sequence rj , j = 1, 2, . . . , its limit
distribution converges, as m → ∞, to a certain nonsingular distribution (see [3]).
The distribution of the classical statistics in this case degenerates. Although the limit
distributions of both types of statistics can be evaluated exactly, the values of the
statistics themselves for a given sample are calculated by the Monte Carlo method.
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L. E. Melkumova (Samara, Russia). Simplified pair copula construction
and conditional quantile reproduciblity.

Pair copula construction or PCC (see [1] for the definition) is a hierarchical
method of constructing multivariate probability distributions using pair copulas,
which became widely used in the late 1990s. The PCC is based on the following
decomposition of a 3-dimensional conditional distribution using bivariate distributions
and a pair copula:

F12|3(x1, x2 | x3) = C12|3(F1|3(x1 | x3), F2|3(x2 | x3);x3).
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In the case where C12|3 does not depend on x3, the method is called the simplified
PCC, and the assumption that C12|3 is independent of x3 is usually referred to as the
simplifying assumption. We prove the following.

Theorem. Let a triple of r.v.’s (X1, X2, X3) with absolutely continuous d.f.
F123(x1, x2, x3) and strictly monotone marginal and conditional d.f.’s satisfy the sim-
plifying assumption; that is, C12|3 is independent of x3. Then the three-dimensional
conditional distribution F1|23(x1|x2, x3) that corresponds to F123(x1, x2, x3) has the
reproducibility property for the respective conditional quantiles

(1) q
(x0

1,x
0
2,x

0
3)

1|23
(
q
(x0

2,x
0
3)

2|3 (x3), x3
)
= q

(x0
1,x

0
3)

1|3 (x3),

where q
(x0)
i|j (xj) are conditional quantiles going through the point x0. The converse is

also true: if (1) holds, then the simplifying assumption is satisfied.

The conditional quantile reproducibility property and its version (the “full” con-
ditional quantile reproducibility) were considered in detail in [2], which also provides
some examples of probability distributions with reproducible conditional quantiles
and gives a necessary condition for the full reproducibility in terms of a Pfaffian
differential equation of a certain form. In this talk, we also discuss the connection
between pair copulas corresponding to different pairs of r.v.’s from the (X1, X2, X3)
triple.
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F. S. Nasyrov (Ufa, Russia). On strong solutions of stochastic differential
equations.

Let (Ω,F , (Ft)t∈[t0,T ],P) be a filtered probability space, let W (t) be a standard
Ft-Wiener process on this space, and let B(R2) be a Borel σ-algebra.

Theorem. 1. An ordinary differential equation y′ = f(t,W (t), y + W (t)), t ∈
[t0, T ], y(t0) = y0, where f(t, v, y) = f(t, v, y, ω) is a P ×B(R2)-measurable random
function, has a strong solution if, with probability 1,

(1) |f(t, v, y)| 6 n(t), where n(t) = n(t, ω) is summable in t.

2. Let X(s) be an arbitrary continuous function. Assume that the following
conditions are satisfied : (a) the equation (ϕ∗)′v = σ(t, v, ϕ∗) has a general solution
φ∗(t, v, C(t)); (b) the measurable function

f(t, y) =
B(t,X(t), ϕ∗(t,X(t), y))− (ϕ∗)′t(t,X(t), y)

σ(t,X(t), ϕ∗(t,X(t), y))

satisfies (1) with nonrandom function n(t). Then the equation with symmetric integral

(2) ξ(t)− ξ(t0) =

∫ t

t0

σ(s,X(s), ξ(s)) ∗ dX(s) +

∫ t

t0

B(s,X(s), ξ(s)) ds
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has a solution ξ(t) = φ∗(t,X(t), C(t)).

3. If the assumptions of the previous assertion are satisfied with probability 1 and
with a Borel function σ(t, u, ϕ) and a P × B(R2)-measurable function B(t, u, ϕ, ω),
then there exists a strong solution of the Stratonovich equation (2) with X(s) replaced
by W (s).

4. Consider the Itô equation

(3) dξ(t) = σ(t,W (t), ξ(t)) dW (t) +B(t,W (t), ξ(t)) dt, ξ(0) = ξ0.

Under the hypotheses of assertion 3, we assume that the continuous function
σ(t, u, ϕ) has continuous partial derivatives σ′

u(t, u, ϕ) and σ′
ϕ(t, u, ϕ). Then there

exists a strong solution ξ(t) = φ∗(t,W (t), C(t)) of (3), and the random function
φ(t,W (t)) ≡ φ∗(t,W (t), C(t)) satisfies the relation

φ′t(t,W (t)) = −1

2
φ′′uu(t,W (t)) + b

(
t,W (t), φ(t,W (t))

)
, t ∈ [t0, T ],

with probability 1.

V. A. Naumov (Helsinki, Finland), Yu. V. Gaidamaka (Moscow, Russia),
K. E. Samouylov (Moscow, Russia). Product-form Markovian multiresource
loss systems. 17

Multiresource loss systems are a generalization of the classical Erlang Loss Sys-
tem in that an arriving customer may require one or more types of limited resources.
A loss system with general cumulative distribution function of the requested quan-
tity of a single resource was studied in [1]. Later, queueing systems with random
resource requirements were extensively studied. The notion of positive and nega-
tive customers (introduced in [2]) has radically increased the scope of applications of
queueing theory. In multiresource loss systems, arrivals of negative customers tem-
porarily increase the amount of resources available to positive customers [3]. We
study a state-dependent multiresource loss system with positive and negative cus-
tomers described by a homogeneous Markov jump process X(t) = (ξ(t),θ(t)), where
the vector ξ(t) = (ξ1(t), . . . , ξK(t)) represents the number of customers of each class in
the system at time t, and θ(t) = (θ1(t), . . . , θK(t)) represents the resource quantities
allocated to each customer.

Theorem. The stationary probability distribution of the process X(t) is given by

Pn(x) = p0Φn(x)

K∏
k=1

nk∏
j=1

λk(j − 1)

µk(j)
,

Φn(x) =

∫
y6x,yU6R

F1(dy1,1) · · ·FK(dyK,nK
),

where Fk(x) is the cumulative distribution function of resource quantities requested
by a customer of type k.

17Supported by the RUDN University “5-100 Program” and by the Russian Foundation for Basic
Research (grants 19-07-00933 and 18-00-01555 (18-00-01685).
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I. V. Pavlov, I. V. Tsvetkova (Rostov-on-Don, Russia). Interpolating de-
flators and interpolating martingale measures. 18

It is well known that on nonarbitrage financial (B,S)-markets with a fixed phys-
ical probability Q, there is a one-to-one correspondence between martingale mea-
sures (m.m.) equivalent to Q and martingale (relative to Q) deflators (m.d.). If
a (B,S)-market is defined on no more than a countable probabilistic space (Ω,F , Q),
then for construction of hedge portfolios it turns out to be useful to consider the
“most fair” m.m.’s, which we called interpolating m.m.’s [1], [2]. We also designate
the corresponding deflators as interpolating deflators. Let us clarify this definition in
a one-step model.

Let (Fk)
1
k=0 be a filtration on Ω such that F0 = {Ω,∅}, and let F1 be the set

of all subsets of a countable Ω with strictly positive Q-probability (except for ∅).
Let Z = (Zk,Fk, Q)1k=0 be a discounted stock price, and let H = (Hk,Fk, Q)1k=0 be
a strictly positive m.d. with H0 = 1. We fix some family of interpolating filtrations
F = {Fα} indexed by parameter α, where Fα = (Fα

n )
∞
n=0 and such that Fα

0 = F0,
Fα

∞ = F1 for each α. Consider the following martingale interpolations of the original
deflator H: Hα

n = EQ[H1 | Fα
n ], n = 0, 1, 2, . . . . On the other hand, let P be an

F-interpolating m.m. of the process Z; that is, for each α, the process Zα
n = EP [Z1 |

Fα
n ], n = 0, 1, 2, . . . , admits a unique m.m. (namely, only the measure P ). If in the

original model the measure P corresponds to H (that is, dP = H1 dQ), then the
generalized Bayes formula implies that Hα

nZ
α
n = EQ[H1Z1 | Fα

n ] for any α; that is,
Hα

n is an m.d. of the process Zα
n . Since P is a unique m.m. of the process Zα

n , H
α
n is

a unique m.d. of this process. This establishes the following.

Proposition. An m.d. H of the process Z corresponding to an m.m. P is an
interpolating m.d. if and only if it has the following uniqueness property : for any α,
the process Hα

n is a unique m.d. of the process Zα
n .

In our talk, conditions for the existence of interpolating deflators are given in
terms of the parameters of the process Z and properties of the physical measure Q.

REFERENCES

[1] I. V. Pavlov, V. V. Shamrayeva, and I. V. Tsvetkova, On the existence of martingale
measures satisfying the weakened condition of noncoincidence of barycenters in the case of
countable probability space, Theory Probab. Appl., 61 (2017), pp. 167–175.

[2] I. V. Pavlov, New family of one-step processes admitting special interpolating martingale mea-
sures, Global Stochastic Anal., 5 (2018), pp. 111–119.

18Supported by the Russian Foundation for Basic Research (grant 19-01-00451).
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A. Yu. Perevaryukha (Saint-Petersburg, Russia). Population model of pest
with stochastic transition to the outbreak phase. 19

We propose a modification of the computational model [1] for a Cardiaspina albi-
textura psyllid pest outbreak scenario in an Australia forest after an accidental release
of population state out of the control interval Ωs. Survival of generations R = N(T )
beginning with N(0) = λS, S ∈ ΩS , is described on the interval t ∈ [0, . . . , ξ, ω, . . . , T ]
in different mortality rates on different stages of psyllid insect ontogeny by a predic-
tively redefined system

(1)
dN

dt
=



−(αw(ξ)N(t) + Θ(N(0))β)N(t), 0 < t < ξ,

−
(
α1N(ξ)

w(ω)
+ β

)
N(t), ξ < t < ω,

−(α2N(t))N(t− ς), ω < t < T,

where ς is the lag due to the time delayed action of density regulation, [0, ξ], [ξ, ω]
is the duration of stages, α, β are indicators of mortality rates, Θ(N(0)) = [1 +
exp(−κN(0)2)], and limN(0)→∞ Θ(N(0)) = 1 is the threshold reduction in repro-
duction efficiency for S < L. Let L ⊂ U1 ∈ ΩS be the region of a small group
of individuals where reproduction is due to random factors. Also let Θ(N(0), w) =
Θ(N(0)) × w(t), where w(t) is the index of conditional dimensional development, as
defined from the equation ẇ(t) = [G/(N2/3+σ)]×γ, w(0) = w0, and γ is a uniformly
distributed r.v. The iteration trajectory xn+1 = ψ(xn), x0 < L , as obtained from
the unimodal dependence ψ(x) =

⋃
N(0)N(T ), N(0) ∈ Z+, of numerical solutions of

the Cauchy problem (1) on the interval t ∈ [0, T ], has properties of a bounded sto-
chastic perturbation. Instead of a threshold point such that ψ(x∗) = x∗ < maxψ(x)
∀x < x∗ − ϵ, we get some neighborhood limn→∞ ψn(x∗) = U0, U0 < ϵ. The set
U0 forms an interval of probabilistic behavior of the trajectory, which simulates an
outbreak situation caused by a small group of insects.

Theorem 1. The probability of the event {x0<x∗, ψk(x0)>maxψ(x) for k<∞}
is positive.

Theorem 2. For all x0 and ψn(x0), there exists a stable ω-limit set ψp(xi) =
ψp+2(xi), xi > maxψ(x).

Model (1) combines stochastic and deterministic behavior in two ranges that do
not have a smooth boundary for allowable insect pest values ΩS .

REFERENCES

[1] A. Yu. Perevaryukha, Modeling the phenomenon of collapse of the exploited fish population
with stochastic uncertainty, abstract, Second International Conference on Stochastic Methods,
Theory Probab. Appl., 62 (2018), pp. 659–660.

19This work was supported by the budget of the St. Petersburg Institute for Informatics and
Automation of Russian Academy of Sciences (grant AAAA-A16-116051250009-8).
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M. V. Platonova, S. V. Tsykin (St. Petersburg Department of Steklov Math-
ematical Institute of Russian Academy of Sciences, Russia). On probabilistic
approximations of the solution to the Cauchy problem for higher-order
Schrödinger type equations. 20

Consider the Cauchy problem for the higher-order Schrödinger type equation

i
∂u

∂t
=

(−1)m

(2m)!

∂2mu

∂x2m
, u(0, x) = ϕ(x), m ∈ N.

A probabilistic method of approximation of the solution u(t, x) to the Cauchy problem
for the Schrödinger equation (m = 1) by expectations of functionals of stochastic
processes was proposed in [1]. We extend this approach to the case m > 2.

Let ν(dt, dx) be a Poisson random measure on (0,∞)× (0,∞) with intensity

E ν(dt, dx) =
dt dx

x2m+1
.

Given ε > 0, we define the r.v. ξε(t) =
∫ t

0

∫ eε

ε
x ν(ds, dx) and consider the function

uε(t, x) = E
[
(ϕ− ∗ hε)(x− σξε(t)) + (ϕ+ ∗ hε)(x+ σξε(t))

]
,

where

ϕ+(x) =
1

2π

∫ 0

−∞
e−ipxϕ̂(p) dp, ϕ−(x) =

1

2π

∫ ∞

0

e−ipxϕ̂(p) dp,

and the function hε(x) is defined by its Fourier transform

ĥε(p) = exp

(
−t

∫ eε

ε

(2m−1∑
j=1

(i|p|σx)j

j!
+

(i|p|σx)2m+1

(2m+ 1)!

)
dx

x2m+1

)
.

Theorem. For any function ϕ ∈ W 2m+2
2 (R) and any t > 0, there exists a con-

stant C > 0 such that

∥u(t, x)− uε(t, x)∥L2(R) 6 Ctε
2∥ϕ∥W 2m+2

2 (R).

REFERENCES

[1] I. A. Ibragimov, N. V. Smorodina, and M. M. Faddeev, On a limit theorem related to
probabilistic representation of solution to the Cauchy problem for the Schrödinger equation,
J. Math. Sci. (N.Y.), 229 (2018), pp. 702–713.

E. L. Presman (Moscow, Russia), Sh. K. Formanov (Tashkent, Uzbekistan).
On one modification of the Lindeberg and Rotar’ conditions.

We consider a triangular array scheme for the sums of independent (within each
row) r.v.’s with finite variances and zero expectations. Without loss of generality
we assume that the sum of variances within each row is 1. Lindeberg introduced
a characteristic, which associates with each ε > 0 the sequence {Ln(ε)}∞n=1 of sums
of the variances of ε-tails of distributions of summands. It is well known (see, for
example, [1, Chap. III, section 4]) that the Lindeberg condition (limn→∞ Ln(ε) = 0

20The first author was supported by the Russian Science Foundation (grant 17-11-01136).
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∀ε > 0) is sufficient for the normal convergence of the sequence of corresponding sums;
the Lindeberg condition is also necessary in the case of uniform infinite smallness of
the summands.

We associate with each α > 0 the sequence of sums of absolute moments of order
2 + α for the distributions of the summands truncated at the unit level; its sum with
the Lindeberg characteristic corresponding to ε = 1 is called the α-characteristic and
denoted by {Lα

n}∞n=1.

Theorem. (a) If limn→∞ Lα
n = 0 for some α > 0, then the Lindeberg condition

holds.
(b) If the Lindeberg condition holds, then limn→∞ Lα

n =0 for all α> 0.

Thus, when checking the normal convergence, rather than checking the conver-
gence to zero of the Lindeberg characteristic for any ε > 0, it suffices to check that
there exists an α > 0 such that the α-characteristic converges to zero.

Rotar’ (see [2] or [1, section III.5]) considered an analogue of the Lindeberg char-
acteristic and showed that the convergence of his characteristic to zero for any ε > 0 is
a necessary and sufficient condition for normal convergence without the assumption of
uniform infinite smallness of the summands. We give the corresponding modification
also for the Rotar’ characteristic.

These results can be found in [3] in English and [4] in Russian; however, there
are some inaccuracies in the formulation and proof of Lemma 2 in [3], which were
corrected in the Russian version [4].

REFERENCES

[1] A. N. Shiryaev, Probability—1, 3rd ed., Grad. Texts in Math. 95, Springer, New York, 2016.
[2] V. I. Rotar’, An extension of the Lindeberg–Feller theorem, Math. Notes, 18 (1975),

pp. 660–663.
[3] E. L. Presman and Sh. K. Formanov, On Lindeberg–Feller limit theorem, Dokl. Math., 99

(2019), pp. 204–207.
[4] E. L. Presman and Sh. K. Formanov, On Lindeberg–Feller limit theorem, Doklady RAN, Ser.

Matem., 485 (3), (2019), pp. 16–19 (in Russian).

I. V. Rodionov (Trapeznikov Institute of Control Sciences of Russian Academy
of Sciences, Moscow, Russia). Parameter estimation of distribution tails. 21

We focus on the problem of estimation of distribution tail parameters. The prob-
lem of tail estimation is central in the statistics of extremes of independent observa-
tions. The generally accepted approach to estimate the distribution tail in this theory
is semiparametric and based on Pickands–Balkema–de Haan’s theorem (see [1], [2]),
which reduces this problem to that of estimation of the extreme value index (see [3]
for details). This approach works well for distributions with power-law tails that of-
ten appear in finance and insurance. However, one cannot distinguish between the
distribution tails with exponential rate of decrease using this approach [4]. Moreover,
the conditions of Pickands–Balkema–de Haan’s theorem are not satisfied for a large
class of distributions, in particular, for distributions with logarithmic tails. This calls
for a general method of tail estimation that is not based on the above theorem and
such that it can be applied to most practical distributions.

Let X = (X1, . . . , Xn) be i.i.d. r.v.’s with continuous distribution function F . Let
X(1) 6 · · · 6 X(n) be the nth order statistics corresponding to X. Evidently, only the

21Partially supported by the Russian Foundation for Basic Research (grant 19-01-00090).
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largest order statistics can be used in the problem of tail estimation. Assume that
F belongs to the parametric class of continuous distribution tails F = {Fθ, θ ∈ Θ},
Θ ⊂ R. (For selection of an appropriate parametric class in this problem, see [4], [5].)
Consider the statistic

Rk,n(θ) = ln(1− Fθ(X(n−k)))−
1

k

n∑
i=n−k+1

ln(1− Fθ(X(i)))

and the estimator θ̂k,n = arg{θ : Rk,n(θ) = 1} of the parameter θ based on Rk,n(θ).

Theorem 1. Let a parametric family F be ordered w.r.t. θ (for definition, see [6]).
Then the solution of the equation Rk,n(θ) = 1 w.r.t. θ is unique a.s. and the estimator

θ̂k,n is consistent as k → ∞, k/n→ 0, n→ ∞.

In this talk, we discuss the properties of the proposed method, viz., the unique
solvability of the equation Rk,n(θ) = 1, the consistency and asymptotic normality of

θ̂k,n, and also modification of this method for Weibull-tail and log-Weibull-tail index
estimation.

REFERENCES

[1] A. A. Balkema and L. de Haan, Residual life time at great age, Ann. Probab., 2 (1974),
pp. 792–804.

[2] J. Pickands, III, Statistical inference using extreme order statistics, Ann. Statist., 3 (1975),
pp. 119–131.

[3] L. de Haan and A. Ferreira, Extreme Value Theory. An Introduction, Springer Ser. Oper.
Res. Financ. Eng., Springer, New York, 2006.

[4] I. V. Rodionov, On discrimination between classes of distribution tails, Probl. Inf. Transm.,
54 (2018), pp. 124–138.

[5] I. V. Rodionov, A discrimination test for tails of Weibull-type distributions, Theory Probab.
Appl., 63 (2018), pp. 327–335.

[6] I. Rodionov, On parametric estimation of distribution tails, in 4th ISNPS (Salerno, 2018), to
appear.

V. V. Rodochenko, O. E. Kudryavtsev (Rostov-on-Don, Russia). On
nonparametric calibration scheme for CGMY model on cryptocurrency
markets via Gaussian process regression. 22

Consider a set of cryptocurrency market data observations (X, y) = {(xi, yi), i =
1, . . . , n}, where each xi is an input vector (BTC/USD rate history and probabilities
of crossing a set of barriers by log returns of the rate), and yi is the corresponding out-
put (CGMY model parameters calibrated using xi (see, e.g., [2])). To find the relation
between inputs and outputs, we use the Gaussian process regression (GPR) approach
described in [2] and assume that yi = f(xi) + εi, where f(x) is a Gaussian process,
and a set of i.i.d. variables εi ∼ N(0, σ2), σ2 > 0, represents the noise in the data.
Given X∗ ∈ X, we construct a covariance matrix K(X∗, X∗) (by choosing two hyper-
parameters of a squared exponential kernel function), define f ∼ N(0,K(X∗, X∗)),
and make an initial guess about f to generate (X, f) = {(xi, fi), i = 1, . . . , n}. To
train the algorithm, we invert K(X∗, X∗) and calculate a posteriori f(x) using the
scheme presented in [2]. Now, for X∗∗ ∈ X \X∗, we compare (X∗∗, f) with (X∗∗, y).
The trained GPR method offers calibration by several folds faster than the one offered
by the scheme from [1].

22Supported by the Russian Foundation for Basic Research (grant 18-01-00910).
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Proposition. Two populations of 50 CGMY process samples with t = 1/365
and parameters obtained via the scheme from [1] and by the trained GPR method,
respectively, are statistically indistinguishable by the Wilcoxon signed-rank test at a sig-
nificance level of 5%.

REFERENCES

[1] O. Kudryavtsev and S. Grechko, Statistical methods for calibrating models of cryptocurren-
cies prices, Accounting and Statistics, 4 (2018), pp. 67–76.
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D. B. Rokhlin (Southern Federal University, Rostov-on-Don, Russia). Analy-
sis of some incentive mechanisms in multiagent systems. 23

We consider three problems related to resource management in multiagent sys-
tems. In each of them the aim is to construct an incentive function prompting the
agents to follow the strategies that are optimal for the system manager. We discuss
in more detail the allocation of the network link capacities between a large number
of users.

Consider a network with m links and N users. Each user i transmits packets
over a fixed set of links. The network structure is determined by the routing matrix
R = (Rj

i ) ∈ Rm×N . Its columns Ri ̸= 0, i = 1, . . . , N , are binary m-dimensional

vectors such that Rj
i = 1 if the link j is utilized by the ith user, and Rj

i = 0 otherwise.
The link capacities are described by a vector b ∈ Rm with positive components. The
users evaluate the network quality via the utility functions ui(x

i), which depend on
the transmission rates xi ∈ R+. An optimal resource allocation corresponds to an
optimal solution x∗ ∈ RN

+ of the network utility maximization (NUM) problem

u(x) =

N∑
i=1

ui(x
i) → max, Rx =

N∑
i=1

Rix
i 6 b, x ∈ RN

+ ;

this problem was formulated in [2].
For given link prices λ ∈ Rm

+ , the users select optimal transmission rates xi maxi-
mizing the difference between the utility and price of xi: x

i ∈ argmaxxi∈R+

(
ui(x

i)−
xi

∑m
j=1 λ

j
Rj

i

)
. The aim of the management is to stimulate this optimal resource

allocation x∗ by setting the link prices λ∗ ∈ Rm
+ .

Theorem 1. Let ui be twice continuously differentiable and such that ui(0) = 0,
0 < u′i(0) 6 B < ∞, and let −ui be (Nσ)-strongly convex : −u′′i (xi) > Nσ, xi ∈ R+,
σ > 0. We define λt by the recurrence relation

λt+1 = ΠΛ

(
λt − ηt(b−NRξt+1x

ξt+1(λt))
)
, t > 1, λ1 ∈ Λ,

where ΠΛ is the projection onto the hypercube Λ = [0, B]m, and ηt = K/
√
t and ξt are

independent r.v.’s uniformly distributed on {1, . . . , N}. Then, for λT =(1/T )
∑T

t=1 λt,

E

( N∑
i=1

Rj
ix

i(λT )− bj
)+

6

√
2D

σ

1

T 1/4
, u(x∗)−Eu(x(λT )) 6 B

√
2D

σ

1

T 1/4
,

23Supported by the Russian Science Foundation (grant 17-19-01038).
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where D = mB2/(2K) +KL2, y+ = max{y, 0}.
The proposed algorithm does not use information on the aggregate traffic over

each link. We compare this algorithm theoretically and via computer experiments to
Nesterov’s fast gradient descent method as applied to the NUM problem in [1].

REFERENCES

[1] A. Beck, A. Nedić, and A. Ozdaglar, An O(1/k) gradient method for network resource
allocation problems, IEEE Trans. Control Netw. Syst., 1 (2014), pp. 64–73.

[2] F. P. Kelly, A. K. Maulloo, and D. K. H. Tan, Rate control for communication networks:
Shadow prices, proportional fairness and stability, J. Oper. Res. Soc., 49 (1998), pp. 237–252.

K. S. Ryadovkin (St. Petersburg Department of Steklov Mathematical Insti-
tute of Russian Academy of Sciences, Russia). On branching random walks on
periodic lattices. 24

Let g1, . . . , gd ∈ Zd be a family of linearly independent vectors with integer coor-
dinates. We designate a set Γ = {g ∈ Zd : g =

∑d
j=1 njgj , nj ∈ Z, j = 1, . . . , d} as

a lattice. Let us consider a branching random walk on Zd with transition intensities
a(v, u) satisfying the conditions

a(v, u) = a(u, v) = a(v + g, u+ g) and
∑
w∈Zd

∥w∥2|a(v, w)| <∞

for all u, v ∈ Zd and g ∈ Γ. We also assume that the random walk is irreducible.
Assume that the branching sources are located at each vertex v ∈ Zd and that the
branching intensities bk(v) into k offsprings satisfy the conditions

βn(v) =

+∞∑
k=1

knbk(v) <∞ and βn(v + g) = βn(v)

for all v ∈ Zd, g ∈ Γ, and n = 1, 2. Asymptotic behavior of the mean number of
particles for such a random walk was studied in [1].

We denote the evolution operator of the mean number of particles by A and the
right edge of the spectrum of this operator by λ. By M2(v, u, t) we denote the second
moment of the number of particles at the vertex u at time t, provided that at the
initial time t = 0 there is one particle at the vertex v.

Theorem 1. Let λ > 0. Then, as t→ +∞,

M2(v, u, t) =
e2λtt−dc(v, u)

λ
(1 +O(t−1)),

where c(v, u) can be explicitly evaluated.

REFERENCES

[1] M. V. Platonova and K. S. Ryadovkin, Branching random walks on Zd with periodic branch-
ing sources, Theory Probab. Appl., 64 (2019), pp. 229–248.

24Supported by the Russian Science Foundation (grant 17-11-01136).
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V. V. Rykov (RUDN University, Moscow, Russia), D. V. Kozyrev (RUDN
University and V.A. Trapeznikov Institute of Control Sciences of RAS, Moscow, Rus-
sia). On sensitivity of stochastic models. 25

Stability of output characteristics of different systems under a variation of their
input data and external influences is one of the key problems in natural science. For
stochastic systems, stability often means insensitivity of their characteristics to the
shape of their input information distributions. For some stochastic systems, we give
certain classical and modern results on their strong and asymptotic insensitivity to
input information distributions.

1. Sevast’yanov’s theorem [1]. This result can be treated as the insensitivity of
stationary probabilities of an Erlang system with Poisson input to the shape of service
time distribution with fixed mean service time. Analogously, the BCMP-theorem [2]
asserts the insensitivity of output characteristics for a wide class of stochastic networks
to the shape of service time distribution in their nodes.

2. Kovalenko’s theorem [3] provides necessary and sufficient conditions for insensi-
tivity of steady state probabilities for a redundant renewable system to the shape of its
component repair time distributions. In Gnedenko’s and Solov’ev’s theorems [4], [5] it
is shown that under “quick” restoration the reliability function of a redundant system
tends to have an exponential form for any distribution of its life and repair times.
This result can be looked upon also as asymptotic insensitivity of the system output
characteristics to the shape of its input information distributions. In ICSM-3 (see [6]),
an extension of this result was proposed for different classes of systems under wider
assumptions about component failures.

3. Sparre Andersen’s theorem on approximation of the ruin probability under
Cramér–Lundberg conditions can be treated as the insensitivity of the ruin probability
to the form of distributions of claim interarrival times. Moreover, the ruin probability
is known to be quite sensitive to the shape of claim size distributions.

4. The membership of an optimal control strategy for a Markov process in the
class of simple Markov strategies can be treated also as its insensitivity to observations
about the process up to the moment of decision. An extension of the result to the
class of discrete time controllable semiregenerative processes (which are capable of
modeling many applied stochastic systems) was found in [7].

5. We propose sensitivity investigation for storage and warranty models as prob-
lems for future studies.

REFERENCES

[1] B. A. Sevast’yanov, An ergodic theorem for Markov processes and its application to telephone
systems with refusals, Theory Probab. Appl., 2 (1957), pp. 104–112.

[2] I. N. Kovalenko, Studies in the Reliability Analysis of Complex Systems, Naukova Dumka,
Kiev, 1975 (in Russian).

[3] F. Baskett, K. M. Chandy, R. R. Muntz, and F. D. Palacios, Open, closed and mixed
networks of queues with different classes of customers, J. Assoc. Comput. Mach., 22 (1975),
pp. 248–260.
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[6] V. V. Rykov and D. V. Kozyrev, On problems of sensitivity of stochastic models, abstract,
Third International Conference on Stochastic Methods, Theory Probab. Appl., 64 (2019), p. 157.

[7] M. Yu. Kitaev and V. V. Rykov, Controlled Queueing Systems, CRC Press, Boca Raton, FL,
1995.

A. I. Rytova (Moscow, Russia). Branching walk with an infinite number
of initial particles and heavy tails. 26

We consider a random field n(t, ·) of particles on Zd, d > 1, such that their
evolution includes walking of particles on the lattice and branching (i.e., death of
particles and birth of an arbitrary number of descendants) at the origin. At the initial
moment of time, at each point x ∈ Zd there is a single particle, which determines the
subpopulation nx(t, ·) of particles originating from it. Using [1], [2], [3], we obtain
the following result for a branching random walk (BRW) with heavy tails (see the
definitions in [1]).

Theorem 1. For a symmetric BRW on Zd, d > 1, with parameter α ∈ (0, 2)
determining the heaviness of the random walk tails as t→ ∞,

En(t, y) ∼ C(y) v(t), Enx(t, y) ∼ C(x, y)u(t),

where the functions v(t), u(t) are equal to the functions eλt, eλt for a supercritical
BRW or to the functions vcr(t), ucr(t) and vsub(t), usub(t) for a critical and a sub-
critical BRW, respectively, and have the forms

(a) vcr(t) = 1, ucr(t) = t−1/α, vsub(t) = t1/α−1, usub(t) = t1/α−2;

(b) vcr(t) = 1, ucr(t) = t−1, vsub(t) = ln−1 t, usub(t) = t−1 ln−2 t;

(c) vcr(t) = td/α−1, ucr(t) = td/α−2, vsub(t) = 1, usub(t) = t−d/α;

(d) vcr(t) = t ln−1 t, ucr(t) = ln−1 t, vsub(t) = 1, usub(t) = t−d/α;

(e) vcr(t) = t, ucr(t) = 1, vsub(t) = 1, usub(t) = t−d/α;

where λ, C(x, y), C(y) are positive constants, and the following cases are identified
for all possible combinations of the dimension d of the space and of the branching
parameter α ∈ (0, 2): (a) d/α ∈ (1/2, 1); (b) d/α = 1; (c) d/α ∈ (1, 2); (d) d/α = 2;
(e) d/α ∈ (2,∞).
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walks, Comm. Statist. Simulation Comput. (published online 30 May 2019).

[2] E. Ermakova, P. Makhmutova, and E. Yarovaya, Branching random walks and their appli-
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N. A. Saifutdinova, D. A. Butko, S. S. Saifutdinova (Rostov-on-Don,
Russia). Algorithm for evaluating the reliability of a water supply network
with consideration of the equipment wear.

An important problem in the operation of water supply networks is their relia-
bility. This problem was studied, for example, in [1]. We present a new approach
to evaluating the reliability of a ring water supply network with the use of its block
diagram.

Let a network S1 contain N1 nodes and M1 pipelines. We set I1 = {1, 2, . . . , N1},
J1 = {1, 2, . . . ,M1}. The structural diagram is a directed graph G1 = {V (1), X(1)},
where V (1) = {vi, i ∈ I1} are vertices of the graph and X(1) = {xj , j ∈ J1} are arcs of
the graph. The node corresponding to the vertex v1 is called the water feeder, and the
node corresponding to the vertex vN1

is the consumer. The reliability of a network is
understood as the probability of supplying water from a water supply to the consumer
(the event A). Let P(Ai), i ∈ I1, be the probabilities of failure-free operation of the
nodes, and let P(Bj), j ∈ J1, be the probabilities of trouble-free work of the pipeline
sections. Also let l1 be the number of paths from the vertex v1 to vN1

. Each path sk,
k = 1, 2, . . . , l1, is a set of nodes and pipelines that the water flows through from v1
to vN1

. In this regard, one can introduce the event Dk = B
(k)
j1
A

(k)
i1
B

(k)
j2

· · ·A(k)
in
B

(k)
jm

,
where i1, i2, . . . , in ∈ I1 and j1, j2, . . . , jm ∈ J1. The following result holds.

Theorem 1. The reliability of the network S1 equals

P (1)(A) = P(A1)

(
1−

l1∏
k=1

P(Dk)

)
P(AN1

).

Consider a different network S2 containing N2 nodes and M2 pipeline sections.
If we consider the case P(Ai) = p, P(Bj) = q for all possible i and j, then we can
compare the reliability of these networks. The main result is given in the following
theorem.

Theorem 2. If N1 < N2, then P
(1)(A) < P (2)(A).

REFERENCES

[1] E. M. Gal’perin, About definition of functioning reliability of water supply and wastewater
systems, Vestn. SGASU. Grad. Arkh., no. 1(14), 2014, pp. 52–67 (in Russian).

L. K. Shiryaeva (Samara State University of Economics, Russia). On rotated
versions of the three-parameter Grubbs copula.

Consider the Grubbs statistics Tn,(1)=(X −min{Xi})/S and T
(1)
n =(max{Xi} −

X)/S, as calculated for a normal sample of size n (see [1]). Assume that in the sam-
ple {Xi}ni=1 there is one abnormal observation (outlier) and its number is unknown.
We believe that the outlier differs from the other observations by the shift α and

the scale parameters ν > 0. We denote Gn,(1)(t;α, ν) = P(Tn,(1) < t), G
(1)
n (t;α, ν) =

P(T
(1)
n < t), Υn(x, y;α, ν) = P(Tn,(1) < x, T

(1)
n < y). Recursive relations for the mar-

ginal distribution functionsGn,(1)( · ), G
(1)
n ( · ) and Υn)( · ) were found in [2]. According

to Sclar’s theorem [3], the copula CGr, as extracted from the joint distribution Υn,

reads as CGr(Gn,(1)(x;α, ν), G
(1)
n (y;α, ν);n, α, ν) = Υn(x, y;α, ν).
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Grubbs copula describes negative interdependencies between r.v.’s. Copula ver-
sions rotated by 90◦ and 270◦ can be used to model positive interdependencies; i.e.,
CGr

90 (u, v;n, α, ν) = v−CGr(1−u, v;n, α, ν) and CGr
270(u, v;n, α, ν) = u−CGr(u, 1−v;

n, α, ν). The following theorem describes the properties of the rotated versions of the
copula.

Theorem. Let Ξ
(90)
n = {0 6 u 6 1; δn(1−u;α, ν) 6 v 6 1}, Ξ(270)

n = {0 6 u 6 1;
0 6 v 6 1−δn(u;α, ν)}, and let M(u, v) = min(u, v) be a maximum copula. Then, for

n > 3, CGr
90 (u, v;n, α, ν) = M(u, v) for all (u, v) ∈ Ξ

(90)
n ; and CGr

270(u, v;n) = M(u, v)

for all (u, v) ∈ Ξ
(270)
n , where δn(u;α, ν) = G

(1)
n (θn(φn,(1)(u, v;n, α, ν))) and φn,(1)( · )

is the quasi-inverse of Gn,(1)( · ).

Corollary. If n = 3, then, for all α and ν > 0, CGr
90 (u, v; 3, α, ν) =

CGr
270(u, v; 3, α, ν) =M(u, v) for all (u, v) ∈ [0, 1]2.

We also prove the following lemma.

Lemma. Let statistics T3,(1) and T
(1)
3 be calculated from a set of continuous r.v.’s

X1, X2, X3 with arbitrary distributions. Then the copula, which describes the joined

distribution of T3,(1) and T
(1)
3 , is a minimum one. Moreover, the versions of this

copula rotated by 90◦ and 270◦ coincide with the maximum copula.
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[1] F. E. Grubbs, Sample criteria for testing outlying observations, Ann. Math. Statist., 21 (1950),
pp. 27–58.
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Russian Math. (Iz. VUZ), 61 (2017), pp. 72–88.

[3] R. B. Nelsen, An Introduction to Copulas, 2nd ed., Springer Ser. Statist., Springer, New York,
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M. M. Shumafov (Maikop, Russia), V. B. Tlyachev (Maikop, Russia). Sto-
chastic stability of the second-order differential equations and systems.

We consider the problem of stability of second-order nonlinear stochastic differ-
ential equations and two-dimensional linear stationary stochastic systems. We use
Lyapunov’s direct method (the method of Lyapunov functions) developed originally
by Kushner [1] and Khas’minskii [2] and later by other authors for problems of stability
of stochastic systems. Sufficient conditions for stability in probability and exponential
stability in the mean square are given for second-order nonlinear differential equations
perturbed by a Gaussian white noise. For linear stationary second-order systems of
stochastic differential equations, we obtain necessary and sufficient conditions of the
mean-square exponential stability. For our analysis, we construct special Lyapunov
functions for the stochastic equations and systems under consideration. As an exam-
ple, we consider a harmonic oscillator with one of its parameters perturbed by white
noise.

The main result is formulated for a stochastic system of the form

(1) dx = y dt, dy = [−yf(x)− g(x)] dt− σ1y d
∗ξ1(t)− σ2(x) d

∗ξ2(t),

where f(x), g(x), σ2(x) satisfy the Lipschitz condition for all x ∈ R, and d∗ξ1, d
∗ξ2

are stochastic differentials in the sense of Stratonovich.
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Theorem. Suppose that there exist positive constants b1, b1, b2, b2, and s2 such
that

(1) 0 < b1 + σ2
1/2 < f(x) < b1 + σ2

1/2 for all x ∈ R;

(2) 0 < b2 < g(x)/x < b2 for all x ∈ R (x ̸= 0), g(0) = 0;

(3) 0 < σ2(x)/x < s2 for all x ∈ R (x ̸= 0), σ2(0) = 0;

(4) s22 < 2b1b2.

Then the trivial solution (x(t) ≡ 0, y(t) ≡ 0) of system (1) is exponentially stable
in the mean square.

REFERENCES

[1] H. J. Kushner, Stochastic Stability and Control, Math. Sci. Eng. 33, Academic Press, New
York–London, 1967.

[2] R. Z. Has’minskĭı, Stochastic Stability of Differential Equations, Translated from the Russian
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Alphen aan den Rijn; Germantown, MD, 1980.

N. A. Slepov (Moscow, Russia). Refinement of upper bounds in limit
theorems for random sums of random variables. 27

A modified Stein’s method and auxiliary machinery based on centered equilibrium
transformation (see [1]) are employed to obtain upper bounds for several types of
distances between distributions of random sums of r.v.’s to the Laplace distribution.
In particular, for a geometrically distributed number of independent terms, we find an
optimal estimate in the limit theorem for a perfect metric of order three. Furthermore,
new upper bounds for the Kantorovich distance dL refine the recent estimates from [1]
and [2].

Theorem 1. Let {Xi}∞i=1 be, in a broad sense, a stationary sequence ofm-dependent
r.v.’s with EX1 = 0, EX2

1 = σ2, ρ = supi E|X3
i | <∞, and let an r.v. Np ∼ Geom(p)

be independent of this sequence. We set Wp =
√
p
∑Np

k=1Xk. Then

dL(Wp, Z) 6
2

σ̃2

[
ρ

3
+ (ρ+ σ3)(4m2 +m)

]
√
p+

1√
2 σ̃

[
σ̃2 +m(m+ 1)σ2

]
p,

where Z ∼ Laplace(0, (1/
√
2)σ̃

)
, σ̃2 = EX2

m+1 + 2
∑m

i=1 Cov(Xm+1, Xi).

REFERENCES
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N. V. Smorodina (St. Petersburg Department of Steklov Mathematical Insti-
tute of Russian Academy of Sciences, Russia). Reflecting Lévy processes and
corresponding families of linear operators. 28

We consider one-dimensional special Markov processes that are Lévy processes
taking values on an interval (for definiteness, on the interval [0, π]) and reflecting
from boundary points. Informally, the behavior of such a process can be described
as follows. Given a process, we equip it with some additional reflection mechanism.
Namely, the process starts from a point x ∈ [0, π] and moves along its trajectory until
it reaches the boundary of the interval. At this time, the process reflects elastically
from the boundary, leaves on it a “jump of momentum,” and continues to move on.
The jumps of momentum are accumulated at each point of the boundary with time.
It is obvious that we need a precise definition of the reflection because the Lévy
processes trajectories are nondifferentiable or, moreover, can have purely jump-type
trajectories. A standard way to define the reflection for a continuous trajectory is
related to a solution of the so-called Skorokhod problem. Since trajectories of a Lévy
process are not continuous in general, we use another approach based on ideas of the
generalized function theory. Let us describe the main ideas of this approach. Let
ξ(t), ξ(0) = 0 be a Lévy process, and let ξx(t) = x + ξ(t). An initial function f
is considered as a test function, and the operation of reflection is transferred to it
(the standard approach in the theory of distributions). This means that we consider

a new “reflected” function f̃ . So, we define a reflected trajectory by the formula
Ef(ξ̃x(t)) = Ef̃(ξx(t)). Such a reflected process ξ̃x(t) is a Markov process, and so the
last formula automatically defines all finite-dimensional distributions.

We consider the family ξ̃x(t), x ∈ [0, π], of reflected processes (in the above
sense). The evolution of a reflected process is described by two families of operators
Rt, Qt. The first family, which is a semigroup of operators from L2[0, π] into L2[0, π],
describes the evolution of probability law inside the interval. The elements of the
second family can also be considered as operators acting on functions defined on the
interval boundary (that is, on the two-point set {0, π}) and which map them into
functions from L2[0, π]. This family of operators describes the evolution of the mean
value of momentum accumulated at boundary points. For the Lévy processes under
consideration, we define not only the average accumulated momentum, but also the
random accumulated momentum Qt(ξ(·)) that is an accumulated momentum of each
“individual” trajectory. This momentum is also considered as the random operator
Qt(ξ( · )), which now depends on the trajectory of the original process, so that for
every function g, we have (Qtg)(x) = E[Qt(ξ( · ))g](x). The random accumulated
momentum is a nonnegative additive functional of the process trajectory. For a re-
flected Wiener process, the growth of the accumulated momentum is localized on the
interval boundary (that is, it increases only at the moments when the process reaches
the boundary) and can be expressed in terms of the local time of the reflected Wiener
process on the boundary (see [1], [2]). For jump Lévy processes, such a localization
does not take place even if the local time exists (see [3]).

REFERENCES

[1] G. A. Brosamler, A probabilistic solution of the Neumann problem, Math. Scand., 38 (1976),
pp. 137–147.

[2] K. Sato and H. Tanaka, Local times on the boundary for multi-dimensional reflecting diffu-
sion, Proc. Japan Acad., 38 (1962), pp. 699–702.

28Supported by the Russian Science Foundation (grant 17-11-01136).
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[3] I. A. Ibragimov, N. V. Smorodina, and M. M. Faddeev, A construction of reflecting Lévy
processes, Dokl. Math., 99 (2019), pp. 71–74.

E. S. Sopin, K. A. Ageev, K. E. Samouylov (Moscow, Russia). Effective
algorithm for stationary characteristic evaluation of queuing systems with
limited resources. 29

Queuing systems with limited resources [1] (which generalize the Erlang model)
have received increasing attention in recent years due to the capability of adequate
modeling of radio resource allocations in modern wireless networks. In [2], analytic
product-form expressions for the stationary probability distribution of the random
process X(t) = {ξ(t), θ(t)} were obtained:

(1) qn(r) = G(N,R)−1 ρ
n

n!
p(n)(r),

where p(n)(r) is the n-fold convolution of the resource requirement distribution p(r),
and G(N,R) is the normalizing constant. Evaluation of convolutions of probabil-
ity distributions is an involved task. Therefore, as an extension of [3], we develop
an efficient algorithm for stationary characteristic evaluation of a considered process
X(t).

Theorem. The normalizing constant G(N,R) can be found by the recurrent for-
mula

(2) G(n, r) = G(n− 1, r) +
ρ

n

∑
06i6r

p(i)
(
G(n− 1, r− i)−G(n− 2, r− i)

)
with the initial values G(0, r) = 1, G(1, r) = 1 + ρ

∑
06i6r p(i), 0 6 r 6 R.

REFERENCES

[1] E. L. Romm and V. V. Skitovich, On certain generalization of problem of Erlang, Autom.
Remote Control, 32 (1971), pp. 1000–1003.

[2] V. A. Naumov, K. E. Samuilov, and A. K. Samuilov, On the total amount of resources
occupied by serviced customers, Autom. Remote Control, 77 (2016), pp. 1419–1427.

[3] E. S. Sopin, K. A. Ageev, E. V. Markova, O. G. Vikhrova, and Yu. V. Gaidamaka,
Performance analysis of M2M traffic in LTE network using queuing systems with random
resource requirements, Automat. Control Comput. Sci., 52 (2018), pp. 345–353.

M. A. Stepovich (Kaluga, Russia), E. V. Seregina (Kaluga, Russia),
D. V. Turtin (Ivanovo, Russia). On some aspects of correctness and stochastic
features of mathematical models of diffusion and cathodoluminescence in
semiconductors. 30

We consider stochastic models of diffusion [1] and subsequent radiative recombi-
nation of nonequilibrium minority charge carriers (MCC) generated in homogeneous
semiconductors by wide electron or light beams. The following result is proved.

29Supported by the RUDN University “5-100 Program” and by the Russian Foundation for Basic
Research (grants 19-07-00933 and 18-00-01555 (18-00-01685)).

30Supported by the Russian Foundation for Basic Research (grant 19-03-00271) and by the RFBR
and the Government of the Kaluga District (grant 18-41-400001).
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Theorem. For the rate of convergence of matrix series approximating the proj-
ection characteristics of MCC after their diffusion (Cmp is the expectation and CRp

is the autocorrelation function), the following estimates hold :

∥Cmp − C
mp

ik ∥ 6 C1

∫ r2

r1

Ξi exp{−(µ+ 2)r2/(2µ)}
1− Ξ

dr

+ C2

∫ r2

r1

Ξi exp

{
− (µ+ 2)r2

2µ

}
dr,

∥CRp − C
Rp

ik ∥ 6 C3(k)

∫ r2

r1

Ξi exp{−(µ+ 4)r2/(2µ)}
(1− Ξ)2

dr

+ C4(k)

∫ r2

r1

Ξi exp

{
− (µ+ 4)r2

2µ

}
dr.

Here r is a continuous r.v. that is distributed according to the normal law and has zero
expectation and unit vairance; k is the degree of the Chebyshev polynomial of the first
kind ; Ξ ≡ ∥W̃ k

p (r)∥ < 1, µ > 0; and C1, C2, C3(k), and C4(k) are positive constants
that do not depend on i; moreover, C3(k) and C4(k) decrease with increasing k.

REFERENCES

[1] E. V. Seregina, The Use of the Projection Method for Mathematical Modeling of Statistical
Distribution of Minor Charge Carriers in Semiconductoring Materials, abstract of Ph.D. thesis
(05.13.18), Keldysh IPM, RAS, Moscow, 2014.

D. A. Suchkova (Ufa, Russia). Construction of the solution of a new
version of the stochastic long wave equation (BBM) with white noise dis-
persion.

The deterministic BBM (Benjamin–Bona–Mahony) equation

(1) ut + ux + uux − uxxt = 0

has several advantages in comparison with the well-known Korteweg–de Vries equa-
tion [1] as an approximation for the description of unidirectional propagation of waves
with small wave-amplitude and large wavelength in nonlinear dispersive systems. In
particular, the phase velocitiy and the group velocity corresponding to the linearized
BBM equation (1) are bounded for all wave numbers; moreover, both velocities tend
to zero for large wave numbers.

The stochastic BBM equation (the regularized long wave equation) with white
noise dispersion,

(2) dtu− dtuxx + ux dt+ ux ∗ dW + uux dt = 0, u(s) = us,

and the stochastic BBM equation with white noise in the variance and in the nonlinear
term,

(3) dtu− dtuxx + ux dt+ ux ∗ dW + uux dt+ uux ∗ dW = 0, u(s) = us,

represent a more adequate model for particular physical systems that are stochastic
in nature. Equation (2), as well as the equation proposed in [2], has the advantage
of being the deterministic equation (1) if the noise is insignificant. This is valid for
equation (3) also.
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Theorem. Solution of (2) is reduced [3] to that of the following equations:

ut + ux + uux − uxxt = 0, uv + ux − uxxv = 0.

Solution of (3) is reduced to that of the equations

ut + ux + uux − uxxt = 0, uv + ux + uux − uxxv = 0.

We give particular solutions of the stochastic equations (2) and (3) and, in par-
ticular, of (3) in the form of a traveling wave.

Acknowledgment. The author is grateful to Prof. F. S. Nasyrov for attention.

REFERENCES
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dispersive systems, Philos. Trans. Roy. Soc. London Ser. A, 272 (1972), pp. 47–78.

[2] M. Chen, O. Goubet, and Y. Mammeri, Generalized regularized long wave equation with white
noise dispersion, Stoch. Partial Differ. Equ. Anal. Comput., 5 (2017), pp. 319–342.

[3] F. S. Nasyrov, Local Times, Symmetric Integrals and Stochastic Analysis, Fizmatlit, Moscow,
2011 (in Russian).

A. I. Sukhinov (Rostov-on-Don, Russia), V. V. Sidoryakina (Taganrog, Rus-
sia), S. V. Protsenko (Rostov-on-Don, Russia). Numerical investigation of
a nonlinear stochastic model of sediment transport in coastal systems. 31

We consider the problem of construction and numerical study of a 2D model of
sediment transport [1] in coastal zones of water bodies and take into account the
stochastic nature of suspended matter precipitation.

Theorem. Let

(1− ε)
∂Hn

∂t
= div

(
kn−1 τbc

sinϕ0
gradHn

)
− div(kn−1τ⃗b) + f,

tn−1 < t 6 tn, n = 1, 2, . . . , N,

be the sediment transport equation, where f is the function describing precipitation of
suspended matter (it has a stochastic character), H ∈ C2(VT )∩C(V T ), grad(x,y)H

n ∈
C(V T ), and H is the solution of the nth equation of the above system in the do-
main VT = D × (0, T ) with the initial conditions H1(x, y, 0) = H0(x, y), H0(x, y) ∈
C2(D) ∩ C(D), grad(x,y)H0 ∈ C(D), (x, y) ∈ D, D/D = G, Hn(x, y, tn−1) =

Hn−1(x, y, tn−1), (x, y) ∈ D, n = 2, . . . , N, and the Dirichlet boundary conditions.
Now if kn−1 > k0 > 0, k0 = const, kn−1 ∈ C1(D), n = 1, 2, . . . , N, and sinϕ0 6 2τbc,
then, under the condition H > c0 ≡ const,∫∫

D

H(T ) dx dy 6
∫∫

D

H(0) dx dy +
M1

c0(1− ε)

∫ T

0

(∫∫
D

(τ2bx + τ2by) dx dy

)
dt

+M2

∫ T

0

(∫
G

HG dx

)
dt+

1

1− ε

∫ T

0

(∫∫
D

f dx dy

)
dt,

where M1, M2 are some constant functions, and G is the boundary of the computa-
tional domain.

31Supported by the Russian Foundation for Basic Research (grant 19-01-00701).
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REFERENCES

[1] A. I. Sukhinov and V. V. Sidoryakina, Development and correctness analysis of the mathe-
matical model of transport and suspension sedimentation depending on bottom relief variation,
Vest. Don. Gos. Tekhn. Univ., 18 (2018), pp. 350–361.

M. S. Tikhov, V. A. Grishin (NNSU, Nizhni Novgorod, Russia). A simple
bias reduction method in nonparametric distribution function estimation.

This work continues the research started in [1], [2] on estimating the d.f. in
a dose-response relationship. Namely, let U (n) = {(Ui,Wi)}ni=1 be a sample of a pair
(U,W ), where Wi = I(Xi < Ui) is an indicator of the event (Xi < Ui), and the
sequences (Ui)16i6n and (Xi)16i6n are independent. The pair (X,U) has a joint
distribution function F (x)G(u) and a joint density f(x)g(u) > 0. We are interested
in estimating the d.f. F (x) of the r.v. X from the sample U (n). One often considers
the statistic

F̂n(x) =
S2n(x)

S1n(x)

as such an estimate of F (x). Here

S2n(x) = n−1
n∑

i=1

WiKh(x− Ui), S1n(x) = n−1
n∑

i=1

Kh(x− Ui),

W = (W1, . . . ,Wn)
⊤, Kh(x) = h−1K(h−1x), and h = h(n) = n−1/5 is a smoothing

parameter. It is known that the estimator F̂n(x) is not
√
nh-consistent. Hence we

define the diagonal matrix A = diag{Kh(x − U1), . . . ,Kh(x − Un)} and the norm
∥x∥ =

∑n
j=1 |xj | of a vector x = (x1, . . . , xn)

⊤. We also consider the operator norm

∥A∥ = sup∥x∥=1 ∥Ax∥. Let Ak = I−(I−A)k, Ŝ
(k)
2n (x) = AkW, ∥I−A∥=λ. Making

n→ ∞, we have 0 < λ < 1; i.e., the operator I−A is a contraction. Hence, as k → ∞
the estimator Ŝ

(∞)
2n (x) is an unbiased estimator of the function F (x)g(x). In a similar

manner, one gets rid of the bias of the estimator for g(x) based on the statistic S1n(x).

Let F̃n(x) = Ŝ
(∞)
2n (x)/Ŝ

(∞)
1n (x), σ2(x) = F (x)(1− F (x))∥K∥2/g(x).

Theorem. Under certain regularity conditions, F̃n(x) is an unbiased estimator

of F (x) and n2/5(F̃n(x)− F (x))
d−→ N(0, σ2(x)), n→ ∞.

In this talk, we also consider the method of stochastic approximation for deliv-
ering estimates for the d.f. F (x). The consistency and asymptotic normality of these
estimates are proved.
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V. V. Ulyanov (Moscow, Russia), G. Christoph (Magdeburg, Germany),
M. M. Monakhov (Moscow, Russia). Asymptotic expansions for distributions
of statistics with random sample size. 32

In practice, one often encounters situations where the sample size is not defined
in advance and can be random itself. In [1] it was demonstrated that the asymptotic
properties of the statistics can be radically changed when the nonrandom sample size
is replaced by a random value. In this talk, the second-order Chebyshev–Edgeworth
and Cornish–Fisher type expansions (see [2]) based on Student’s t- and Laplace dis-
tributions and their quantiles are derived for sample mean and sample median with
random sample size of special kind. We use a general transfer theorem (see [3]), which
enables us to construct asymptotic expansions for the distributions of the randomly
normalized statistics applying the asymptotic expansions for the distributions of the
nonrandomly normalized statistics being considered and for the distributions of the
random size of the underlying sample.

Let r.v.’s X,X1, X2, . . . ∈ R and N1, N2, . . . ∈ N be defined on a probability space
(Ω,A,P) and be independent. In mathematical statistics, Xn is an observation, and
Nn is a random size of the sample. Let Tm := Tm(X1, . . . , Xm) be a statistic based
on the sample of fixed size m ∈ N. We set TNn

(ω) := TNn(ω)

(
X1(ω), . . . , XNn

(ω)
)
,

ω ∈ Ω; i.e., TNn
is the statistic based on the statistic Tm with random sample size Nn.

For example, we can take the sample median as Tm. Let the distribution function
of Nn for integer k be (k/(1 + k))n. This corresponds to the fact that Nn is the
maximum over n independent r.v.’s with some discrete Pareto distribution. Then
one can get nonasymptotic second-order approximations for the distribution of Nn

(see [4]) and for Tm (see [5]) under some regularity conditions on the density function
of X1. Moreover, using the refined transfer theorem (see [5]), we get the following.

Theorem. The following inequality holds: supx |F (TNn , x)−L(n, x)| 6 c/n−3/2.
Here F (TNn , x) is the d.f. of the normalized random sample median TNn , and L(n, x)
is the second-order approximation in powers n−1/2 with Laplace distribution as the
limit function with density exp{−

√
2 |x|}/

√
2.

For other options for Tm and their approximations, see [6, Chaps. 13–16], includ-
ing the case of high-dimensional observations. The proofs and formulations of the
results of this talk can be found in [4], [5], [7].
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[2] V. V. Ulyanov, M. Aoshima, and Y. Fujikoshi, Non-asymptotic results for Cornish–Fisher
expansions, J. Math. Sci. (N.Y.), 218 (2016), pp. 363–368.
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(2013), pp. 75–83 (in Russian).

[4] G. Christoph, M. M. Monakhov, and V. V. Ulyanov, Second order Chebyshev–Edgeworth
and Cornish–Fisher expansions for distributions of statistics constructed from samples with
random sizes, J. Math. Sci., 244(5) (2020), pp. 811–839.
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Russian Academic Excellence Project “5–100.”

D
ow

nl
oa

de
d 

04
/2

4/
20

 to
 4

6.
24

2.
13

.9
7.

 R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p

https://arxiv.org/abs/1905.07765


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

4TH INTERNATIONAL CONFERENCE ON STOCHASTIC METHODS 167

[6] Y. Fujikoshi, V. V. Ulyanov, and R. Shimizu, Multivariate Statistics. High-Dimensional and
Large-Sample Approximations, Wiley Ser. Probab. Stat., John Wiley & Sons, Hoboken, NJ,
2010.

[7] A. S. Markov, M. M. Monakhov, and V. V. Ulyanov, Generalized Cornish–Fisher expan-
sions for distributions of statistics based on samples of random size, Inform. Primen., 10 (2016),
pp. 84–91 (in Russian).

T. A. Volosatova, I. V. Pavlov, S. I. Uglich (Rostov-on-Don, Russia). Min-
imax problem in a task with priorities. 33

Consider the function F =
∏k

j=1 E
P(u

αj

j ), where all uj > 0 and αj = αj(ω) are
r.v.’s defined on (Ω,F ,P) and satisfying the conditions P(0 < αj < 1) > 0. We

investigate the case when uk = −
∑k−1

i=1 ciui +
∑k−1

i=1 cibi + bk > 0 and all constants
bj are positive. So, for any fixed vector of parameters (c1, . . . , ck−1), the function
F depends on (u1, . . . , uk−1) (it is denoted below by F = F (u1, . . . , uk−1)) and is

defined on the set
{
u1 > 0, . . . , uk−1> 0,

∑k−1
i=1 ciui <

∑k−1
i=1 cibi + bk

}
. From [1], [2]

it follows that if all cj are positive and fixed, then the function F has a single point
(u∗1, . . . , u

∗
k−1) of local maximum (which is also a global maximum point of F ) in its

domain of definition. We set Fmax(c1, . . . , ck−1) = F (u∗1, . . . , u
∗
k−1).

Theorem. The function Fmax has a unique stationary point in its domain of
definition {c1 > 0, . . . , ck−1 > 0}. This point is a minimum point.

This minimax theorem can be applied to the problem of optimization of interac-
tions within a unified system consisting of a number of institutions and an “optimizer”
that is interested in successful performance of the system and acts on the basis of ex-
pert evaluations implemented in the form of independent random priorities αj .
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L. Vostrikova (LAREMA, Université d’Angers, France). On the ruin prob-
lem with investment when the risky asset is a semimartingale.

In this talk, we give new results on the ruin probability of an insurance company
having initial capital y > 0 with investment, where the business part of the insurance
company X is modeled by a Lévy process with parameters (aX , σX , νX), and the
return of an investment process R is a semimartingale. We obtain upper and lower
bounds on the finite and infinite time ruin probabilities P(τ(y) 6 T ), P(τ(y) < ∞)
and find a logarithmic asymptotic formula for them. More precisely, let

IT =

∫ T

0

e−R̂s ds and JT (α) =

∫ T

0

e−αR̂s ds,

with α > 0 and R̂t = lnE (R)t, where E (R) is the Doléan–Dade exponential of R. In

addition, we put βT = sup{β > 0: E(J
β/2
T ) <∞, E(JT (β)) <∞}.

33Supported by the Russian Foundation for Basic Research (grant 19-01-00451).
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Theorem 1. Let T > 0. Assume that βT > 0 and that, for some 0 < α < βT ,

(1)

∫
|x|>1

|x|α νX(dx) <∞.

Then, for all y > 0,

P(τ(y) 6 T ) 6
C1E(IαT ) + C2E(J

α/2
T ) + C3E(JT (α))

yα
,

where C1 > 0, C2 > 0, and C3 > 0 are constants depending only on α. Moreover,
if (1) holds for all 0 < α < βT , then

lim sup
y→∞

lnP(τ(y) 6 T )
ln y

6 −βT .

In Theorem 2 we obtain a lower bound for the ruin probability, which gives the
logarithmic asymptotic for it. From Theorems 1 and 2, we can also obtain similar
results for P(τ(y) < ∞). In addition, we prove the following result for the ruin with
probability 1.

Theorem 3. Assume that aX < 0 or σX > 0 or νX([−a, a]) > 0 for some a > 0.
We also assume that (P-a.s.), I∞ = +∞, J∞(2) = +∞ and that there exists a strictly
positive finite limit limt→∞(It/

√
Jt(2)) = L. Then, for all y > 0,

P(τ(y) <∞) = 1.

In the case when R is a Lévy process, we retrieve from this theorem the known
results for the ruin with probability 1.

This talk is a joint work with J. Spielmann.

A. L. Yakymiv (Steklov Mathematical Institute of Russian Academy of Sci-
ences, Moscow, Russia). Moment asymptotics of a cycle number in a random
A-permutation. 34

We fix an arbitrary set A of natural numbers. Let Tn(A) be the set of all per-
mutations of n elements with cycle lengths belonging to the set A (the so-called
A-permutations). A random permutation τn uniformly distributed at the set Tn(A)
is considered. By ζn we denote the number of its cycles. We also put A(n) = A∩[1, n],
l(n) =

∑
i∈A(n) 1/i.

Theorem 1. Assume that

|Tn(A)|
n!

= Cnϱ−1
(
1 +O(n−λL(n))

)
(n→ ∞)

for some constants C > 0, λ > 0, and ϱ ∈ (0, 1], where {L(n), n ∈ N} is slowly
varying at infinity. Then

Eζn = l(n) + σ(n) +O(n−ϱ) +O(n−λL(n)) +
(
O(n−ϱ) +O(n−λ)

) ∫ n

1

L(x)

x
dx

as n→ ∞, where, for arbitrary x > 1, we set L(x) = L([x]) and

σ(n) =
∑

m∈A(n−1)

1

m

((
1− m

n

)ϱ−1

− 1

)
→ ϱ

∫ 1

0

1

x

(
(1− x)ϱ−1 − 1

)
dx.

34This work was completed within the framework of the MIAN state assignment.
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We also obtain asymptotic formulas for the kth moments of ζn with fixed k > 1.
Corresponding examples of sets A are given. Note that asymptotic properties of Eζn
and Dζn were studied with A = N in Gončarov’s fundamental paper [1].

REFERENCES

[1] V. Gončarov, On the field of combinatory analysis, Amer. Math. Soc. Transl. (2), 19 (1962),
pp. 1–46.

E. B. Yarovaya (Moscow, Russia). Large deviations and asymptotic be-
havior of stochastic evolutionary systems. 35 We consider continuous-time
processes with generation and walking of particles on Zd, d > 1. Points of Zd where
the particle generation (that is, birth and death of particles) can occur are called
sources of branching, and the process itself is called a branching random walk (BRW).
The principal attention is paid to the asymptotic analysis of the behavior of the par-
ticle numbers and/or their integer moments, as t → ∞, for the following models:
(1) a symmetric BRW with one source of branching and a finite or infinite number of
the initial particles (see [1]); (2) a symmetric BRW with a finite number of sources
of various positive intensities and one initial particle (see [2]); (3) a BRW with pseu-
dosources, admitting possible violation of symmetry at sources of branching, and with
one initial particle (see [3]).

Let p(t, x, y) be the transition probability of the underlying random walk. As
shown in [4], [5], for a homogeneous symmetric random walk, the analysis of large
deviations significantly depends on the behavior of p(t, x, y) for |y − x| + t → ∞
(under various assumptions about the relationship between |y − x| and t with their
joint growth) and on the behavior of the Green function Gλ(y−x) =

∫∞
0
eλtp(t, x, y) dt

as |y − x| → ∞ under different assumptions on the parameter λ. The description of
the models and the related proofs can be found, e.g., in [1], [2], [3], [4], [5].

We present a new limit theorem on the behavior of numbers of particles for a BRW
with one initial particle and pseudosources ui, i = k + 1, . . . ,m, admitting possible
violation of symmetry at some of the sources of branching vj , j = 1, . . . , k. Let A be
a self-adjoint operator generating a symmetric random walk over Zd, and let ∆x be the
orthogonal projector on an element x. Then the operator H = A +

∑k+m
i=1 ζi∆ui

A +∑k+l
j=1 βj∆vj (which is non-self-adjoint in the case when ζi ̸= 0 for some i) defines the

evolution of the mean number of particles Eµt(y) at every point y ∈ Zd and also of
the mean number Eµt of the total number of particles µt =

∑
y∈Zd µt(y) on the whole

lattice; see [3].

Theorem 1. Let the operator H have an isolated eigenvalue λ0 > 0, and let the
rest of its spectrum belong to the semiaxis {λ ∈ R : λ 6 λ0 − ε}, where ε > 0. If

ζi > −1, β
(1)
j > 0, and β

(r)
j = O(r! rr−1) for all j = 1, . . . , k + l and r ∈ N, then, in

the sense of convergence in distribution,

lim
t→∞

µt(y)e
−λ0t = ψ(y)ξ, lim

t→∞
µte

−λ0t = ξ,

where φ(y) is a nonnegative nonrandom function and ξ is a nondegenerate r.v.

The proof of Theorem 1 is based on the asymptotic analysis of the moments of
the r.v.’s µt(y) and µt(y). The convergence in distribution is established with the
help of the Carleman condition in a way similar to that suggested in [2].

35Supported by the Russian Foundation for Basic Research (grant 17-01-00468).
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V. G. Zadorozhniy (Voronezh, Russia). On the expectation of solution of
a linear system of differential equations with three random coefficients.

We consider the Cauchy problem

dx

dt
= ε1(t)Ax+ ε2(t)x+ ε3(t)f(t),(1)

x(t0) = x0,(2)

where t ∈ R, T = [t0, t1]; x : R → Rn is the desired vector function; ε1, ε2 are the
Laplace random processes defined by the characteristic functionals (see [1, p. 30]),

ϕj(u) =
exp

(
i
∫
T
ξj(s)u(s) ds

)
1 +

∫
T

∫
T
bj(s1, s2)u(s1)u(s2) ds1 ds2

, j = 1, 2;

ε3 is a random process; A is an n× n-matrix; f : T → Rn is a given vector function;
and x0 is a random vector. Here ξj(s) = E(εj(s)) is the expectation of the random
process εj ; bj(s1, s2) = E(εj(s1)εj(s2))−E(εj(s1))E(εj(s2)) is the covariance function
of the random process εj , i = (−1)0.5; and u : T → R is a summable function on T .

Theorem. Suppose that

∥A∥2
∫
T

∫
T

b1(s1, s2) ds1 ds2 < 1,

∫
T

∫
T

b2(s1, s2) ds1 ds2 < 1,

ε1, ε2, ε3, x0 are independent, and the functions ξj , bj , f are continuous on T . Then

E(x(t)) = exp

(
A

∫ t

t0

ξ1(s) ds

) ∞∑
k=0

A2k

(∫ t

t0

∫ t

t0

b1(s1, s2) ds1 ds2

)k

×
exp

(∫ t

t0
ξ2(s) dsE(x0)

)
1−

∫ t

t0

∫ t

t0
b2(s1, s2) ds1 ds2

+

∫ t

t0

exp

(
A

∫ t

s

ξ1(τ) dτ

) ∞∑
k=0

A2k

(∫ t

s

∫ t

s

b1(s1, s2) ds1 ds2

)k

×
exp

(∫ t

s
ξ2(τ) dτ

)
1−

∫ t

s

∫ t

s
b2(s1, s2) ds1 ds2

E(ε3(s))f(s) ds

is the expectation of the solution to problem (1), (2).
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Of special interest is the case T = [0,∞). In this case, system (1) is asymptotically
mean-stable [2] if∥∥∥∥exp(A ∫ t

t0

ξ1(s) ds

) ∞∑
k=0

A2k

(∫ t

t0

∫ t

t0

b1(s1, s2) ds1 ds2

)k∥∥∥∥
×

exp
(∫ t

t0
ξ2(s) ds

)
1−

∫ t

t0

∫ t

t0
b2(s1, s2) ds1 ds2

→ 0

as t→ ∞.
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M. V. Zhitlukhin (Steklov Mathematical Institute of Russian Academy of Sci-
ences, Moscow, Russia). Asymptotically optimal strategies in a market model
with competition [4]. 36

We consider a multistep game model where several players (investors) compete
for distribution of payments made by several assets. Our goal is to study strategies
which are optimal on the infinite time horizon in the sense that they do not lose to
any other strategies of the competitors. Problems of this type were considered for the
first time in [1] for a particular model with discrete time; later they were studied (also
w.r.t. discrete time), for example, in [2], [3]. Here we consider a more general model
in both discrete and continuous time.

For simplicity, in this abstract, the model is described only for the case of discrete
time. Suppose that on a filtered probability space (Ω,F , (Ft)

∞
t=1,P) we are given

N adapted nonnegative sequences An
t , which represent payments of the assets n at

time t. By a strategy of the player m (where m = 1, . . . ,M) we call a sequence of
Ft−1 ⊗ B(RM

+ )-measurable functions lm,n
t (ω, y) : Ω×RM

+ → R+, which express the
amount of wealth invested by this player into the asset n at time t; the argument
y ∈ RM

+ corresponds to the vector of wealth of all players at time t− 1. It is assumed
that the players select the values lm,n

t simultaneously and independently of one other.
Let the vector Y 0 = (Y 1

0 , . . . , Y
M
0 ), with Y m

0 > 0, denote a given initial amount
of the wealth of the players at the initial moment of time. Then, by definition, the
amounts of wealth at the subsequent moments of time are given by

(1) Y m
t = Y m

t−1 −
∑
n

lm,n
t (Y t) +

∑
n

(
lm,n
t (Y t)∑
k l

k,n
t (Y t)

An
t

)
.

The first sum on the right is equal to the investment expenses of the player m, and
the second sum is the profit received by the player m from the assets (the payment
from each asset is split between the players proportionally to their investments in it).

Let rmt = Y m
t /

∑
k Y

k
t be the fraction of wealth of player m in the total wealth.

The main result reads as follows.

36Supported by the Russian Science Foundation (grant 18-71-10097).
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Theorem 1. There exists a strategy l̂ such that if the player m uses it, then
inft r

m
t > 0 a.s. for any strategies of the other players.

Thus the fraction of wealth of a player who uses the strategy l̂ remains bounded
away from zero at all time. Here, this strategy is found in explicit form in a general
model with continuous time. Moreover, it is shown that it is essentially unique: all
strategies that have this property are asymptotically close to it in some sense.
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Handbook of Post Crisis Financial Modeling, Palgrave Macmillan, London, 2016, pp. 214–234.

[4] M. V. Zhitlukhin, Asymptotic Distribution of Capital in a Model of an Investment Market
with Competition, preprint, arXiv:1811.12491v1, 2018.

D
ow

nl
oa

de
d 

04
/2

4/
20

 to
 4

6.
24

2.
13

.9
7.

 R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p

http://arxiv.org/abs/1811.12491v1

	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES
	REFERENCES

